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PREFACE

This book grew from practical needs I observed repeatedly while
supervising graduate theses, leading research seminars, and mentoring
early-career scholars in applied linguistics and language education. The
same questions resurfaced: What makes a rigorous research question? How
should methods be chosen? Where does one begin?

Many methodology texts are either too abstract to be usable or so field-
specific that they miss the interdisciplinary realities of contemporary work.
I aim to bridge that gap. The book is for students, scholars, and practitioners
who engage with language not only as a system to analyse but also as a lived
experience, a pedagogical challenge, and a cultural phenomenon.

Whether you are a doctoral candidate in applied linguistics, an MA
student in language education, or a classroom practitioner seeking to
improve teaching through action research, you should find a place for
yourself here. The structure and content are designed to be accessible yet
rigorous—familiar enough to use, but rich enough to extend your thinking.

I draw on real projects—from student research, published studies, and
professional practice—to keep the guidance practical and grounded. I also
hold that there is no single correct way to do research. Effective inquiry is
likely to grow from a clear understanding of context and purpose and from
the careful choice of appropriate tools.

Throughout these chapters you will encounter:

* Definitions that clarify rather than complicate;

* Frameworks that guide without constraining;

* Exercises and questions that prompt reflection and action;

* A consistent emphasis on ethical, transparent, and purposeful
scholarship.

As applied linguistics and education continue to evolve—through
technology, multilingualism, and interdisciplinary collaboration—
researchers may benefit from remaining flexible, thoughtful, and
methodologically literate. My hope is that this book supports that
development and helps you build not only the skills to conduct research but
also the confidence to shape your own scholarly path.

Above all, T hope it encourages you to remain curious, to question
critically, and to contribute meaningfully to the field.



INTRODUCTION

Research in applied linguistics and language education is, at heart, a way
of paying careful attention—to how language is patterned and used; to how
learners make progress and encounter difficulty; and to how classrooms and
programmes create conditions for growth. It is also a way of acting: making
choices about what to ask, how to observe, how to analyse, and how to report
fairly and clearly. Over years of supervising dissertations, leading seminars,
and working alongside teachers and researchers in varied contexts, many
display the same mixture of eagerness and uncertainty: the desire to
conduct meaningful studies coupled with doubts about where to begin,
which methods to choose, or how to make sense of results. This book
responds to that need. It aims to be rigorous without being forbidding,
practical without being prescriptive, and—above all—useful to those
concerned with language and learning.

Aims and scope

The primary aim is to support readers in moving from questions to credible,
ethical, and publishable studies. It does so by linking epistemological
choices to design decisions, and design to analysis and reporting. The scope
is intentionally wide. The book begins with foundations—key concepts,
processes, and philosophical orientations—then moves through planning
and design, ethical protocols, methods across quantitative, qualitative,
mixed, and digital traditions, core approaches to analysis, and the work of
writing and publishing. The final part gathers applied cases and looks ahead
to challenges and opportunities that are reshaping the field. While no single
volume can be a statistics textbook or a complete survey of linguistic theory,
the aim is to provide sufficient methodological literacy to choose and report
appropriate analyses, and sufficient theoretical orientation to ground those
choices.

Why this book now

Three developments, in particular, make a fresh, context-sensitive guide
timely. First, the data landscape has expanded. Classrooms are hybrid;
corpora are larger and better annotated; and digital platforms offer traces of
language use and learning at a scale that was once difficult to imagine.
These opportunities come with serious questions about ethics, privacy, and
interpretation. Secondly, interdisciplinarity is now common practice.
Researchers routinely draw on linguistic description, psycholinguistics,
sociolinguistics, education studies, and learning analytics; the ability to
translate across traditions has become a core skill. Thirdly, expectations of
impact have sharpened. Funders and institutions ask for work that
advances knowledge and also informs practice and policy. The book
addresses all three by providing principled frameworks, concrete tools, and
ethically grounded exemplars.
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Who this book is for

The intended readership is broad. Postgraduate students (MA, MPhil, PhD)
will find a step-by-step pathway from proposal to publication, with
checklists and templates to keep projects on track. Early-career researchers
and practitioners who wish to turn classroom or programme evaluation into
studies that persuade beyond the local context will find patterns and
reporting conventions that can be adapted. Supervisors and instructors may
use the frameworks, figures, and end-of-chapter prompts to structure
teaching and supervision. Readers may work through the book sequentially
or dip into chapters as needs arise; cross-references support both
approaches.

How to use this book

Readers planning a study may wish to begin with Chapter 2 on formulating
research questions and aligning them with suitable designs, and to consult
Chapter 3 early for ethics and governance. Chapters 4 and 5 (on methods)
can be read alongside Chapter 6 when analysis is underway. For teaching a
research-methods module, the part openers can serve as lesson anchors,
the figures are slide-ready, and the exercises are adaptable for seminars.
For supervision, Chapter 2’s frameworks and the checklists in Chapters 3
and 6 are suitable for proposal meetings and data-analysis checkpoints.

What the book does—and does not—cover

The book covers major families of design used in applied linguistics and
language education, including corpus-based and technology-enhanced
approaches, and provides templates for clear reporting. It does not attempt
to replace specialist texts in statistics, experimental design, or linguistic
theory. Where deeper treatment is required, further reading is signposted.
The goal is not to standardise research around a single pathway but to
cultivate methodological confidence: the ability to justify why a study is
designed as it is, to conduct it with care, and to communicate it with
precision and integrity.

Overview of the book
Part I. Foundations of Applied Linguistics and Language Education opens
with Chapter 1. Fundamentals of Research in Applied Linguistics and
Language Education. The chapter clarifies core terms and the relationship
between applied linguistics and language education, sets out the roles
research can play—from describing language and explaining variation to
informing teaching and learning—and sketches the research process from
idea to dissemination. It closes with a concise tour of philosophical
paradigms—positivism, interpretivism, critical theory, and pragmatism—
and indicates how each orientation shapes the questions asked, the designs
adopted, and the claims that can reasonably be made.

Part II. Designing and Planning Research centres on moving from
curiosity to design. Chapter 2. Formulating Research Questions and
Methodological Foundations provides tools for crafting focused,
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researchable questions; differentiates fundamental, applied, and
experimental purposes; and discusses hypotheses and operational
objectives. It offers guidance on building a robust literature review—
sourcing, synthesising, identifying gaps, and structuring—and presents a
stepwise framework for moving from questions to sampling, instruments,
and analysis. Validity, reliability, and trustworthiness are treated as design
principles.

Part III. Ethical Considerations in Language Education Research treats
ethics as an ongoing relationship rather than a one-off approval event.
Chapter 3. Ethics, Consent, Privacy, and Research Protocols examines
informed consent as dialogue; routes for protecting identities
(confidentiality, anonymity, and privacy); power and access (especially in
classrooms); and participatory and inclusive approaches. The chapter
introduces digital ethics and regulatory frameworks, and closes with
responsible publishing and academic integrity. Practical templates are
provided for consent information, risk assessment, and data-management
planning.

Part IV. Research Methods in Language Education surveys common
designs by data form and collection. Chapter 4. Quantitative and Qualitative
Approaches covers instrument design for surveys and questionnaires;
experimental and naturalistic data collection; interviews, focus groups, and
classroom observations; and qualitative analysis traditions including
thematic, discourse-analytic, and content-analytic approaches. Emphasis
falls on aligning methods with questions and contexts. Chapter 5. Mixed
Methods and Digital Methodologies introduces mixed-methods logic and
designs (sequential, convergent, embedded), then turns to digital
approaches. The chapter sketches a hands-on route into corpus
linguistics—compilation, annotation, and analysis—and profiles widely used
software for data management and analysis (NVivo, MAXQDA, SPSS, R). It
closes with guidance on online and technology-enhanced research,
including digital data sources, learning analytics, and remote designs.

Part V. Data Analysis, Interpretation, and Reporting concerns making
sense of findings and communicating them responsibly. Chapter 6.
Analysing Data and Ensuring Rigour outlines core quantitative techniques
(descriptive statistics, t-tests, analysis of variance [ANOVA]) with reporting
conventions (effect sizes, confidence intervals, assumptions), and offers a
framework for interpreting qualitative findings. The chapter revisits validity,
reliability, and trustworthiness at the level of analysis and presents
principles for reporting data clearly—including tables, graphs, visuals, and
the careful inclusion of participant voice. Chapter 7. Writing and Publishing
Research turns to communication: structuring theses and articles;
academic style, clarity, and cohesion; and the ethics of authorship and
citation (including plagiarism avoidance and transparent reporting).
Practical sections guide readers through selecting journals, crafting
abstracts, responding to reviews, and planning dissemination to
practitioners and communities.

Part VI. Applications, Case Studies, and Future Directions brings the
strands together. Chapter 8. Practical Applications and Case Studies
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presents short cases from diverse subfields and educational settings. Each
follows the arc from question — design — analysis — interpretation,
highlighting pitfalls and transferable practices. Exemplars include student-
led projects and practitioner research with clear implications for teaching.
Chapter 9. Language Education in Transition: Navigating Challenges and
Opportunities Ahead synthesises cross-cutting issues—cognition and
technology in language learning, blended and hybrid provision, linguistic
diversity and identity, globalisation and equity, and emerging frontiers for
research. Rather than predicting the future, the chapter offers lenses for
appraising change and for making principled methodological choices as
contexts evolve.

Features you can expect

To support use in planning, teaching, and supervision, each chapter
includes reflective prompts and short exercises; tables and figures that
double as teaching slides; and checklists and worksheets for proposals,
ethics submissions, sampling plans, and analysis logs. Consistency aids
include a house style for interlinear glossed text (IGT), the International
Phonetic Alphabet (IPA), and statistics; templates for tables, figures, and
captions; and sample reporting sentences that can be adapted without
becoming formulaic.

Ethics, transparency, and care

Ethical research depends on more than approvals and signatures. Across
the book, practices are modelled for ongoing consent, respectful
representation, and responsible data handling. Where studies use learner
work, recordings, or digital traces, examples show how to anonymise, how
to balance openness with participant privacy, and how to document
decisions so that others can understand, evaluate, and, where appropriate,
build on the work. Reproducibility is encouraged through clear
documentation and, when feasible, the sharing of materials and code.

An invitation

The aim is for the book to sit comfortably on a desk—not as a text to be read
once and shelved, but as a working companion. Whether the reader’s
interest is theoretical description, classroom practice, or programme
evaluation, the chapters invite principled, context-sensitive choices and
clear articulation of those choices. If the book achieves anything, it would
be this: to help readers ask sharper questions, design studies that fit their
purposes, analyse with care, and write with a voice that is precise, honest,
and recognisably their own.
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CHAPTER 1. FUNDAMENTALS OF RESEARCH
IN APPLIED LINGUISTICS AND LANGUAGE
EDUCATION

1.1 What is language education?

1.2 The role of research in applied linguistics and language teaching and
learning

1.3 Differences and Overlaps Between Research in Applied Linguistics,
Educational Research, and Language Education Research

1.4 Research premises and processes

1.5 Philosophical paradigms: positivism, interpretivism, critical theory,
pragmatism, and relevance to applied linguistics and education

Language is both a system to be analysed and a practice enacted in
learning, teaching, and evaluation. This chapter establishes the conceptual
ground for the volume and clarifies how language education relates to, and
differs from, research in applied linguistics. Section 1.1 outlines working
definitions of language education and locates classroom activity within wider
ecologies of assessment, materials, policy, and community. Section 1.2
considers the roles research may play in both applied linguistics and
education, including describing and explaining linguistic phenomena,
informing teaching and learning, and contributing to policy and professional
judgement. Section 1.3 maps key differences and productive overlaps
between linguistic inquiry and language education research, noting the
distinct questions, data types, and warrants commonly used. Section 1.4
sketches typical premises and processes that take a project from an initial
problem through design, data collection, analysis, and reporting, while
acknowledging iteration. Section 1.5 introduces four influential paradigms—
positivism, interpretivism, critical theory, and pragmatism—and indicates
how epistemological orientations shape researchable questions,
methodological choices, and warranted claims. Together, these sections
provide shared vocabulary, set reasonable expectations for evidence, and
offer a framework for making principled choices at each stage of the research
process. The chapter also previews links to later discussions of ethics and
analysis.
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1.1 What is Language Education?

Language education is an interdisciplinary field concerned with how
languages are taught, learned, and administered across formal and informal
settings. Distinct from theoretical linguistics, which often targets abstract
structure, it integrates linguistic description with pedagogy, psychology, and
educational research to address consequential problems of practice. As used
here, the term includes classroom instruction, assessment, materials
development, teacher education, and policy, together with the communities
in which these activities are situated. Because language is both an object of
analysis and a social practice, the field asks not only what language is but
how it is acquired, how teaching can support learning, and how
sociocultural conditions shape both. This subchapter defines the field,
sketches its interdisciplinary foundations, and previews core subfields and
applications that subsequent sections develop in greater detail.

Interdisciplinary foundations of language education
Language education is inherently interdisciplinary, drawing on theoretical
and methodological contributions from a range of academic fields. Applied
linguistics lies at the heart of the discipline. It encompasses areas such as
second language acquisition (SLA), language assessment, discourse
analysis, and language policy. As an interdisciplinary field itself—combining
education, psychology, sociology, and computational linguistics—it focuses
on real-world language problems and provides the theoretical
underpinnings for effective pedagogy.

Psychology, particularly cognitive and educational psychology,
contributes vital understanding of learners’ internal processes—such as
memory, motivation, and self-regulation—and how these shape language
acquisition and classroom engagement. Ehrman (2003) underscores that
motivations, personality traits, and affective factors (like anxiety and self-
efficacy) significantly influence learner outcomes in SLA. Cognitive models—
like the statistical learning theory (Saffran et al., 1996) and connectionism
(Elman, 1990)—demonstrate how repeated exposure to linguistic patterns
enables learners to internalise language implicitly over time.

Education studies provide critical frameworks for understanding how
language teaching occurs in formal learning environments. From
curriculum theory and instructional design to classroom management and
assessment literacy, this domain helps bridge linguistic knowledge with
effective pedagogical practice.

Sociolinguistics adds a critical lens by exploring how social identities,
power relations, and cultural ideologies shape language learning. Research
in areas like translanguaging, community-based language varieties, and
identity construction within language classrooms reveals the complex ways
learners navigate multiple norms and power structures. Jenny Cheshire’s
work (2020) on multiethnolects in urban contexts illustrates how adolescent
peer groups shape linguistic innovation beyond formal instruction.
Similarly, Penelope Eckert’s community of practice theory (2006)
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demonstrates how language use in social groups influences identity and
learning beyond the classroom.

By weaving together these diverse strands, language education research
is able to develop nuanced, responsive approaches that reflect the
complexities of language teaching and learning across cultural,
institutional, and linguistic contexts.

Core subfields within language education
The scope of language education spans several key areas, each of which has
developed rich bodies of research. These subfields reflect the breadth of
inquiry in how language is taught, learned, and managed across diverse
contexts.

Second- and Foreign- Language Acquisition (SLA):

Second Language Acquisition (SLA) investigates how individuals learn
additional languages beyond their mother tongue. This research draws on
cognitive, social, and affective factors to understand how learners process
input, internalise grammatical structures, develop vocabulary, and sustain
motivation.

As Krashen puts it, “[w]e acquire by understanding language that
contains structure a bit beyond our current level of competence (i+1)” (1982,
p.- 27). Conversely, Swain’s Output Hypothesis (1985) stresses the
importance of language production for developing fluency and accuracy.
More recently, Dornyei (2009) has emphasised the dynamic nature of
motivation in SLA, advocating for longitudinal studies that track changes
over time.

Example case:

Studies comparing pronunciation development in adult versus child
learners (e.g., Flege, Yeni-Komshian, & Liu, 1999) reveal that younger
learners immersed in the target language tend to achieve more native-like
phonological outcomes due to greater neuroplasticity, while adult learners
may require more explicit instruction.

Language teaching methodology:

This area focuses on instructional strategies for teaching languages.
Historically, methodologies have evolved from Grammar-Translation and
Audio-Lingual methods to more communicative approaches like
Communicative Language Teaching (CLT) and Task-Based Language
Teaching (TBLT).

CLT emerged in the 1970s as a response to the limitations of earlier
structural methods and, as Savignon notes, “[clommunicative language
teaching (CLT) refers to both processes and goals in classroom learning”
(2002, p. 1). One of its most characteristic features is that it “pays systematic
attention to functional as well as structural aspects of language” (Littlewood,
1981, p. 1). It emphasises meaningful communication, fluency, and the use
of authentic language in context (Littlewood, 1981; Savignon, 2002). TBLT,
developed further by Ellis (2003) and Willis and Willis (2007), structures
instruction around tasks that reflect real-life language use, promoting both
interaction and functional competence (Popescu, 2017, pp. 62-63).
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Example case:

In an experimental study, learners in a communicative treatment
outperformed those in a structure-based class on measures of
communicative competence (Savignon, 1972).

Multilingual and bilingual education:

Globalisation and migration have made bilingual and multilingual
classrooms increasingly common. Research in this area examines how
learners leverage multiple linguistic repertoires for meaning-making and
academic development.

A growing body of work investigates translanguaging, a practice in which
learners fluidly draw from all their linguistic resources to learn and
communicate (Garcia & Wei, 2014). This challenges the traditional view that
languages must be kept separate in educational contexts and highlights the
cognitive and pedagogical benefits of integrated language use.

Example case:

In bilingual Welsh-English classrooms, researchers such as Lewis, Jones,
and Baker (2012) have shown how translanguaging fosters deeper
understanding and strengthens both languages, enhancing learner
outcomes in science and literacy.

Language policy and planning:

Language policy and planning (LPP) is concerned with decisions about the
role and status of languages in educational systems and broader society.
These decisions shape which languages are taught, how they are assessed,
and which are legitimised or marginalised.

LPP research investigates top-down governmental policies as well as
bottom-up initiatives from communities or schools. Spolsky (2004) and
Ricento (2006) have emphasised how language policies intersect with
identity, power, and access to education.

Case study:

In post-apartheid South Africa, educational language policy was
restructured to support multilingualism and promote indigenous languages.
Yet, research by Heugh (2007) has shown ongoing challenges in
implementation, including inadequate teacher training and resource
allocation.

Micro- to macro-levels in language education
Research in language education unfolds across multiple, interrelated levels,
each with its own set of concerns, yet deeply connected to the others. These
levels—micro-, meso-, and macro-—provide a conceptual framework for
understanding how language is taught, learned, and governed within
broader educational ecosystems (Hornberger, 2003; van Lier, 1996).

At the micro-level, the focus rests on classroom interactions: the nuanced
exchanges between teachers and learners, the strategies employed to
scaffold learning, and the patterns of participation that emerge. For
example, Mercer, Dawes, and Staarman (2009) have demonstrated that
dialogic teaching, with its emphasis on exploratory talk, fosters reasoning
and engagement among students, highlighting how classroom discourse can
shape cognitive development.
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Moving outward, the meso-level encompasses institutional practices,
such as curriculum planning, teacher professional development, and
school-wide language policies. These structures often mediate the
implementation of macro-level decisions. As Fullan (2007) and Johnson
(2009) argue, the success of pedagogical innovations depends not only on
theoretical soundness but on the institutional readiness to support change.

The macro-level, by contrast, addresses national or regional language
policies, ideological frameworks, and educational reforms. Research in this
domain interrogates how societal power structures shape which languages
are valued and taught. Shohamy (2006), for instance, critiques how
language policy can serve as an instrument of control, often privileging
dominant groups while marginalising linguistic minorities.

Understanding how these layers interrelate is essential. Hornberger’s
(2003) continua of biliteracy model offers a powerful illustration of how
language policy, classroom pedagogy, and learner agency interact across
scales. Indeed, policy decisions made at the national level ripple downward
into classroom practice, just as classroom-based research can inform and
challenge top-down policy initiatives.

Practical applications
The overarching aim of language education research is not solely the
production of knowledge, but the enhancement of pedagogical practice.
Insights derived from empirical studies contribute meaningfully to several
domains of applied language education.

In curriculum development, for instance, research on second language
acquisition (SLA) informs what kinds of input learners need and in what
sequence. Richards and Rodgers (2014) emphasise that instructional design
must be grounded in a coherent pedagogical approach—such as Task-Based
Language Teaching (TBLT)—which prioritises authentic communication
over rote memorisation. Ellis (2003) further supports this by demonstrating
that tasks sequenced according to cognitive complexity can accelerate
language acquisition.

In teacher education, the work of Freeman and Johnson (1998) has been
fundamental in redefining what constitutes a well-prepared language
teacher. They argue that beyond methodological training, teachers must
develop a deep understanding of language development and the
sociocultural realities of learners' lives.

Language assessment also benefits from linguistic research. The design
of reliable and valid tests must reflect both the goals of instruction and the
communicative needs of learners (Popescu, 2017, pp. 100-104). Bachman
and Palmer (1996) outline how language assessments can achieve fairness
and authenticity by mirroring real-world language use.

Finally, technology integration has become a central concern in
contemporary language education. From computer-assisted language
learning (CALL) environments to the use of learner corpora and digital
ethnography, technology offers new avenues for instruction and research.
Chapelle (2001) and Godwin-Jones (2018) highlight how digital tools
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support learner autonomy, offer immediate feedback, and expand the
contexts in which learning can occur.

Case study: Implementing task-based learning in Hong Kong secondary
schools
Carless (2007) investigated the implementation of task-based language
teaching (TBLT) in secondary schools in Hong Kong to evaluate its suitability
and effectiveness in a non-Western, exam-oriented context. The study
involved multiple secondary school English language classrooms where
teachers and students engaged with task-based activities designed to
promote meaningful communication rather than rote memorisation.

Through classroom observations, teacher interviews, and student
feedback, Carless found that while TBLT encouraged greater learner
interaction and improved communicative skills, challenges arose due to
contextual factors. These included the entrenched exam culture
emphasising grammar accuracy and test performance, large class sizes, and
teacher apprehension about deviating from traditional methods.

Despite these hurdles, the study revealed promising outcomes: students
demonstrated increased motivation and participation during task activities,
and teachers recognised the potential of TBLT to foster practical language
use. Carless argued that with adequate teacher training, curriculum
adaptation, and gradual integration, task-based approaches could be
effectively tailored to fit the specific needs and constraints of Hong Kong’s
secondary education system.

This research underscores the importance of contextualising pedagogical
innovations, illustrating that while TBLT offers valuable benefits for
language acquisition, successful implementation depends on addressing
systemic and cultural challenges (Carless, 2007). The following table
summarises core domains in language education research, typical foci,
example questions, and common methods.

Table 1. Conceptual Map of Language Education Research

Research Example research Common
. Focus .
domain questions methods
Second Cognitive, affective, How do learners acquire L2 g
. Longitudinal
Language and social processes syntax? How does .

LS . . R studies,
Acquisition in additional motivation influence experiments
(SLA) language learning vocabulary retention? p

. What teaching methods Classroom
Language Instructional

improve speaking fluency? action
How do learners respond to research,
feedback? surveys

teaching & strategies and
pedagogy classroom practice

How is translanguaging

Multilingual & Use of multiple R Ethnography,
o . used in bilingual .
bilingual languages in discourse
. : . classrooms? What supports .
education educational settings i1s analysis
biliteracy development?
Language . What are the effects of Policy analysis
guag Societal and . g Y YSIS,
policy & R English-only policies? How stakeholder
. institutional L : .
planning do policies affect interviews

22



Research Example research Common

domain Focus questions methods
decisions on indigenous language
language use instruction?
Corpus & Large-scale language What grammatical errors Corpus

are common in learner analysis,
corpora? How do academic computational
registers vary by discipline? tools

Abbreviations: SLA = second language acquisition; L2 = second language.

computational patterns, data-driven
linguistics insights

Taken together, the mapping highlights how methodological choices align
with questions and contexts across the field.

|
» Reflection questions

Q1. In what key ways does language education differ from theoretical
linguistics and general education research in terms of aims, methods, and
applications?

Q2. How do sociocultural factors—such as identity, community norms, or
language status—affect language teaching and learning in classroom
settings?

Q3. Reflect on your own educational experience: can you recall a situation
where a language policy—at school, institutional, or national level—
influenced classroom practice or student outcomes?

Q4. Why might task-based language teaching (TBLT) lead to more
meaningful language acquisition than traditional grammar-based
instruction? What evidence supports this?

Q5. How might corpus-based evidence complement classroom observation
within the micro-meso-macro framework?

Exercises

Exercise 1: Research subfields identification
Identify and describe at least three subfields within language education,
noting their primary research focus and typical questions.

Exercise 2: Language education research application

Name one real-world application of language education research. How
does it impact learners, teachers, or policymakers?
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Exercise 3: Exemplification of research levels

Explain the difference between micro-, meso-, and macro-levels of
research. Provide one example from your context or experience for each
level.

Exercise 4: Mini corpus task

Build a small concordance (10-15 lines) for a target item relevant to
your context. Identify two patterns and draft one teachable rule or task
derived from the evidence.
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1.2 The Role of Research in Applied Linguistics
and in Language Teaching and Learning

Research plays a central role in both applied linguistics and language
education. Applied linguistics connects linguistic theory and evidence to
real-world language problems; language education evaluates methods,
materials, assessment, and policy in context. This subchapter synthesises
how theoretical and empirical work advances explanation and supports
practice. It highlights contributions of core linguistic subfields; outlines
applied linguistics’ role in connecting evidence to pedagogy; and illustrates
how research literacies help teachers make context-responsive decisions.
The section then surveys typical impacts on curriculum, teaching
methodologies, assessment, learner engagement, and teacher development,
with a tabular overview. Finally, it considers action research as a local
pathway for improvement and sketches how research informs policy and
technology integration. [llustrations draw on SLA and sociolinguistics. The
aim is to show why engagement with research is essential across levels.

The importance of research in applied linguistics
Applied linguistics, as the scientific study of language, relies on both
empirical data and theoretical analysis to examine and explain the complex
nature of human language. Core subfields such as syntax, phonology,
semantics, and pragmatics are continually refined through rigorous
experimental, descriptive, and corpus-based studies (Yule, 2017).
Foundational contributions by scholars such as Noam Chomsky (1957),
whose generative grammar revolutionised syntax, and William Labov (1972),
a pioneer of sociolinguistics, demonstrate how theoretical models and
sociolinguistic data have profoundly reshaped our understanding of
grammar, language variation, and language change.

Beyond pure theory, applied linguistics bridges the gap between linguistic
knowledge and real-world language use. Applied research addresses
pressing challenges including language disorders, multilingual education,
language policy, and intercultural communication (Richards, 2015; Owens,
2016). As Richards puts it, “research in this context simply means collecting
information to explore and better understand an issue” (2015, p. 721). For
instance, Selinker’s (1972) groundbreaking concept of interlanguage
provides a theoretical framework for understanding learner language
development in second language acquisition (SLA)—“a separate linguistic
system based on the observable output which results from a learner’s
attempted production of a TL norm” (p. 214). Meanwhile, sociolinguistic
research emphasises recognising dialectal, cultural, and linguistic diversity
as valuable resources, contributing to inclusive and equitable language
teaching practices. As Owens explains, “These differences are just that. They
are differences and not disorders” (2016, p. 257). Linguistic research also
underpins the development of effective teaching methodologies, educational
materials, and teacher training programmes. As Hall, Smith, and Wicaksono
(2017) argue, an education system informed by applied linguistics
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acknowledges the complexity of language use and acquisition. This enables
pedagogical decisions grounded in scientific evidence rather than ideology
or tradition, fostering language teaching that is responsive to learners’
cognitive and sociocultural needs.

Why research is essential in language education
In language education, research serves as a critical tool for making informed
decisions across all levels—from classroom instruction to national policy. It
allows stakeholders to move beyond intuition and tradition, enabling them
to respond to changing learner demographics, technological advancements,
and evolving linguistic landscapes.

Empirical research offers a systematic approach to evaluating teaching
methods, instructional materials, and learner outcomes. Drawing on
controlled studies, action research, and mixed-methods designs, educators
can determine what strategies are most effective in specific contexts. As Borg
(2009) emphasises, research-literate teachers are better equipped to
question assumptions and adopt practices validated through rigorous
investigation.

Language learning is influenced by cognitive, social, emotional, and
cultural factors. Research helps disentangle these complex variables. For
instance, studies in second language acquisition (SLA) show that learners
benefit from exposure to comprehensible input (Krashen, 1985), while
research into motivation (Dérnyei, 2001) and identity (Norton, 2013)
highlights the socio-affective dimensions of learning.

The following summary table links common decision areas to typical
research contributions and impacts.

Table 2. How Research Shapes Language Learning and Teaching

Area Research contribution Impact
Curriculum SLA theories guide content Balanced focu§ on grammar,
. . : vocabulary, skills (e.g., graded
design selection and sequencing

readers from input hypothesis)
Communicative and task-based Improved learner fluency and

Teaching . approaches validated through  confidence (Ellis, 2003; Nunan,
methodologies .
classroom studies 2004)
Alignment with CEFR for
Assessment Validity and reliability studies  consistent proficiency
inform test design benchmarks (Council of Europe,
2001)
Research on anxiety and Creation of low-stress, inclusive
Learner o . . - .
engasement motivation guides classroom environments (Horwitz et al.,
gag strategies 1986)
Teacher Action research encourages Improved pedagogical

responsiveness (Burns, 2010;

development reflective practice Edwards & Burns, 2016)

In practice, these pathways are interdependent, with assessment,
curriculum, and pedagogy iteratively shaping one another.
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Empirical studies provide the evidence base for determining what
linguistic elements should be taught, in what order, and through what
materials. For instance, vocabulary acquisition research suggests
prioritising high-frequency words early in instruction (Nation, 2001), while
discourse analysis informs the integration of pragmatic and sociolinguistic
competence in curricula.

As presented in the previous section, the shift from teacher-centred to
learner-centred approaches, such as task-based language teaching (TBLT),
is supported by extensive research showing that real-world tasks promote
deeper learning and meaningful communication (Ellis, 2003; Savignon,
2002).

Research has informed the development and use of proficiency scales,
including the Common European Framework of Reference for Languages
(CEFR; Council of Europe, 2001) and the ACTFL Proficiency Guidelines
(American Council on the Teaching of Foreign Languages, 2012). These
provide consistent descriptors across skills and levels. Studies on formative
assessment have also emphasised its role in supporting ongoing learning
rather than simply measuring it.

Research from the ground up: Action research by teachers
While large-scale studies offer generalisable findings, teacher-led action
research generates localised insights that can be applied immediately. As
Richards notes, “[i]Jts primary goal is to improve teaching and learning in
schools and classrooms, and it is conducted during the process of regular
classroom teaching” (2015, p. 723). In this mode of inquiry, educators
systematically investigate their own classrooms—identifying a problem,
collecting evidence, devising and trialling a strategy, and evaluating
results—to refine instruction and enhance learner outcomes.

Example case:
In Doing Action Research in English Language Teaching: A guide for
practitioners, Burns (2010) documents a project in which an Australian ESL
teacher used role plays to improve speaking skills among adult learners.
Through iterative cycles of planning, acting, observing, and reflecting, the
teacher modified activities in response to learner performance and feedback.
The study reported measurable improvements in students’ confidence and
fluency. This example illustrates the core principles of Burns’ model of
action research and demonstrates how teachers can simultaneously act as
practitioners and researchers (Burns, 2010, pp. 133-138).

Research impact beyond the classroom
Governmental and institutional language policies increasingly rely on
research findings. For example, cognitive and sociolinguistic research
supporting bilingualism’s benefits (Bialystok, 2001) has informed language-
in-education policies that promote dual-language programmes or mother-
tongue instruction in early schooling.

Studies exploring mobile-assisted language learning (MALL), gamified
instruction, and online interaction have influenced the integration of digital
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tools into classroom settings (Godwin-Jones, 2018), providing learners with
new avenues for practice, collaboration, and feedback.

Example case:

In Translanguaging: Language, bilingualism and education, Garcia and Wei
(2014) document classroom-based studies where bilingual students fluidly
use their full linguistic repertoires, moving between languages to enhance
meaning-making and learning. They show how translanguaging pedagogies
validate learners’ identities and cultural backgrounds while improving
comprehension and engagement. For instance, in Welsh-English bilingual
schools, translanguaging practices allow students to use both languages
strategically to access content and participate fully, fostering more inclusive
and effective education.

Research is foundational to both applied linguistics and language
education. It deepens our understanding of how language functions and how
it is acquired, while offering practical solutions to pedagogical challenges.
Whether through large-scale SLA studies, classroom-based action research,
or interdisciplinary collaboration, research ensures that language teaching
remains effective, equitable, and responsive to the needs of 21st-century
learners. As the field of language education continues to evolve, engaging
with research is not optional—it is essential.

| g

» Reflection questions

Q1. Why should language teaching and curriculum design be grounded in
research rather than tradition or intuition?

Q2. How can research in linguistics (e.g., phonology, syntax, pragmatics)
inform effective language teaching practices?

Q3. In what ways can understanding affective and sociocultural factors
improve language learning outcomes?

Q4. How does teacher-led action research support professional growth and
improve classroom practices?

Q5. Can you give an example where linguistic or educational research has
shaped language policy or curriculum in your context?

Exercises

Exercise 1: Reflective journal

Write a short journal entry (200-300 words) responding to the following

prompt:
& Reflect on a language learning or teaching experience you have had.
Were the methods used informed by research in applied linguistics or
language education, or were they more traditional? How did this affect
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the experience? What changes might current research suggest to improve
it?

Exercise 2: Case analysis

Scenario:

A secondary language teacher notices students are reluctant to participate
in speaking activities due to fear of making mistakes. The teacher wants to
research strategies to reduce anxiety and increase oral participation.
Questions:

a) What types of linguistic or educational research should the teacher
consult to better understand language anxiety and oral participation?

b) Suggest two research-based strategies the teacher could implement to
reduce anxiety and encourage speaking.

c) How can the teacher evaluate the effectiveness of these strategies in the
classroom?

Exercise 3: Research and practice matching
Match each research finding to a related language teaching policy or
classroom practice.

Research finding Possible policy or practice
1. Bilingual education improves a) Implement immersion programmes
cognitive flexibility. promoting two languages.

2. Task-based learning increases

student engagement and communicative b) Adopt task-based syllabi focusing on

meaningful activities.

competence.

3. Language anxiety negatively affects c) Train teachers to create supportive,
learning outcomes. low-stress classroom environments.
4. Translanguaging validates learners’  d) Allow flexible use of students’ home
full linguistic repertoires. languages in instruction.

5. Pragmatic research shows politeness e) Integrate intercultural communication
strategies vary across cultures. tasks in the curriculum.

Exercise 4: Mini literature map

Select one decision area (e.g., assessment or methodology). List 5-7 core
sources from your context. Note each source’s contribution (question,
method, key finding). Draft a 3-4 sentence synthesis showing how the
sources inform a concrete teaching decision.
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1.3 Differences and Overlaps Between Research
in Applied linguistics, Educational Research,
and Language Education Research

Language education draws on applied linguistics and education. This
subchapter distinguishes three neighbouring traditions—applied linguistics
research, educational research, and language education research—and
clarifies where they differ and where they overlap. Applied linguistics
research aims to explain the structure, use, development, and processing of
language, often through experimental, corpus-based, or modelling
approaches. Educational research investigates teaching and learning
processes, classroom practices, equity, policy, and improvement, typically
in naturalistic settings with quantitative and qualitative designs. Language
education research occupies the intersection, applying linguistic insight to
pedagogical problems and building evidence that is usable in classrooms.
The section outlines each tradition’s aims, typical settings, and methods;
presents a comparison table; and closes with an example that integrates
perspectives. The goal is to support design choices that are theoretically
grounded and pedagogically relevant.

Three neighbouring traditions
Research in applied linguistics is primarily concerned with the scientific
study of language as a system. In this broad sense, and as Richards notes,
“research in this context simply means collecting information to explore and
better understand an issue” (2015, p. 721). This work spans subfields such
as phonetics, phonology, morphology, syntax, semantics, pragmatics, and
discourse analysis, and investigates language structure, use, development,
and processing. It often relies on experimental designs, corpus linguistics,
computational modelling, or psycholinguistic methods to explore how
language is acquired, produced, and understood (Chomsky, 1957; Labov,
1972; Tomasello, 2003; Yule, 2017).

For instance, a syntactic study may explore how native speakers resolve
syntactic ambiguity, while a phonological study might use acoustic analysis
to examine stress patterns in bilingual speech. These studies often aim to
uncover universal linguistic principles or explain variation across language
communities.

Educational research focuses on the processes, outcomes, and systems
of teaching and learning. It spans a wide range of disciplines and
educational levels and commonly investigates classroom practices, student
engagement, curriculum implementation, educational equity, teacher
beliefs, and institutional policies (Cohen, Manion, & Morrison, 2017;
Creswell & Creswell, 2017).

Educational research uses both quantitative (e.g., surveys, assessments)
and qualitative (e.g., case studies, ethnography, interviews) approaches. It
is typically situated in real-world educational contexts and seeks to improve
learning outcomes and educational environments through evidence-based
practice.
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An example might include studying how feedback methods influence
motivation in a multilingual classroom, or how school policy affects inclusive
language teaching for minority students.

Language education research occupies the intersection between linguistic
theory and educational practice. It applies insights from linguistic science—
particularly applied linguistics and second language acquisition (SLA)—to
investigate and improve the teaching and learning of languages (Hall, Smith,
& Wicaksono, 2017; Ortega, 2009).

This research area addresses practical questions such as: How can
syntactic theory inform grammar teaching? How do sociolinguistic insights
into language variation shape inclusive pedagogy? What does vocabulary
acquisition research suggest about sequencing lexical items?

Language education research often uses mixed methods, combining
corpus-informed materials, classroom discourse analysis, test-score
analysis, and practitioner action research. The goal is to align linguistic
insight with pedagogical relevance, enhancing both research integrity and
classroom impact (Popescu, 2017, pp. 82-83, 98-100).

The following table summarises focus, settings, typical methods, and
goals across the three traditions.

Table 3. How Traditions Meet

Research in applied Educational Language education
Aspect . . ps
linguistics research research
Language structures, Teaching, lgarnlng, Language teaching and
Focus use, development, and and educational 1 .o .
earning in practice
processes systems
Research Labs,’corpora, Classrooms’. Real classrooms,
. experimental schools, policy s .
setting . multilingual settings
environments arena
. Experlments, corpus Observations, Mixed methods: discourse
Typical analysis, lvsi . h
methods psycholinguistic surveys, analysis, action research,
ethnography quantitative measures

methods

Improvement of
Explanation of language educational
cognition and use processes and

outcomes

Pedagogically usable
knowledge grounded in
linguistic theory

Goal

These distinctions are heuristic; many projects draw across boundaries
to answer complex questions. Understanding the differences between
linguistic, educational, and language education research is not merely an
academic exercise; it carries significant practical implications for language
teaching and learning. For instance, linguistic research may yield valuable
insights into how learners acquire phonological contrasts, yet these insights
often require translation through the lens of educational research to become
actionable in real classrooms. Similarly, an educational study might identify
barriers to innovation—such as teachers’ beliefs or institutional
constraints—but may lack the theoretical grounding to propose
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linguistically informed solutions. This is where language education research
serves a bridging function: it connects theoretical knowledge about language
with pedagogical design and classroom implementation.

Example case:

Consider pronunciation difficulties in L2 English. A linguistics study might
test perceptual cues to a vowel contrast using acoustic analysis and forced-
choice tasks. An educational study might examine how feedback practices
shape motivation in multilingual classrooms. A language education study
integrates both: it designs and evaluates a pronunciation intervention
informed by phonological theory and classroom dynamics, linking test
outcomes with discourse evidence of changed practice. This intervention is
informed by empirical evidence and tailored to the realities of language
learning environments, ultimately supporting both learner development and
teacher practice.

In summary, while applied linguistics research contributes foundational
knowledge about the structure and processing of language, and educational
research explores how learning occurs within sociocultural and institutional
contexts, language education research brings these domains together. It
applies linguistic insights to pedagogical problems, producing evidence-
based strategies that enhance language teaching in authentic educational
settings.

» Reflection questions

Q1. Why might linguistic research findings be insufficient if applied to
classroom contexts without considering educational dynamics?

Q2. How can educational research benefit from incorporating linguistic
theories when addressing language-related challenges?

Q3. Reflect on a language learning issue you are interested in. Which
research tradition (linguistic, educational, or language education) would you
turn to first, and why?

Q4. What risks arise when a study remains within a single tradition?
Propose one design choice that would build a bridge to another tradition.
Q5. Choose a recently published article you value. Identify which tradition
it occupies and suggest one concrete way to strengthen its relevance for the
other two traditions.

Exercises

Exercise 1: Research categorisation

Decide whether each study represents linguistic research, educational
research, or language education research. Justify your answer in 1-2
sentences.
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a) A study measuring brain activity when learners process complex sentence
structures.

b) An investigation into how teachers’ feedback styles affect student
motivation in a multilingual classroom.

c) A classroom-based study evaluating the impact of task-based learning on
speaking fluency.

d) An ethnographic study of how language policies shape minority language
instruction in schools.

e) An experiment testing the effectiveness of different vowel pronunciation
drills using acoustic analysis.

f) A survey of student attitudes toward online language learning platforms
across several universities.

Exercise 2: Case scenario analysis
You are designing a research project on vocabulary acquisition for adult
English learners. Write a short paragraph (100-150 words each) describing
how your approach would differ based on:
a) Linguistic research:
What would you study?
What methods would you use?
b) Educational Research:
What would your focus be?
How would you collect data?
c) Language education research:
How would you combine both approaches to benefit classroom practice?

Exercise 3: Reflection and application

Think about a real or imagined challenge in language teaching (e.g.,
learner anxiety, grammar difficulty, or code-switching).

a) Which type of research (linguistic, educational, or language education)
would be best suited to address it, and why?

b) How might findings from the other two complement your approach?

& Write 150-200 words in response.

Exercise 4: Comparison table
Using what you've learned, create a simplified comparison table between
the three research types:
< Include columns for:
Focus
Setting
Methods
Purpose
& Write this in your own words based on your understanding.
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1.4 Research Premises and Processes

Research premises are the foundational beliefs and rationales that
motivate inquiry; processes are the staged practices through which inquiry
proceeds. This subchapter clarifies both for language education research. It
considers how premises arise from pedagogical challenges, theoretical
puzzles, and policy conditions, and how they connect to significance claims.
It then outlines a cyclic process—problem formulation, literature review,
question or hypothesis development, design selection, ethical preparation,
data generation, analysis, interpretation, and reporting—emphasising the
iterative movement between stages. A worked example illustrates how an
initial observation about limited L2 use in group tasks can develop into a
study with analytic and practical value. A concise table specifies the features
of a strong premise, and a figure summarises the research cycle. The aim is
to support principled, transparent, and context-responsive design.

Research premises: definition and scope
At the heart of any rigorous academic investigation lie research premises—
the foundational beliefs, assumptions, and rationales that motivate the
inquiry. These premises are essential as they shape the research focus,
guide the methodology and design, and influence how results are interpreted
(Borg, 2009; Burns, 2010). In language education research, a premise could
arise from various sources.

Pedagogical challenges often serve as a catalyst for inquiry, such as
observed learner difficulties or instructional bottlenecks—for example, when
students struggle to retain vocabulary during communicative lessons
(Nation & Macalister, 2010). Theoretical curiosities also play a significant
role, prompting researchers to explore complex relationships between
language and cognition or identity. An instance of this is investigating
whether there is a measurable link between translanguaging practices and
learner-identity development (Garcia & Kleyn, 2016). Policy issues represent
another critical area, especially when educational frameworks or curricula
do not reflect local multilingual realities (Utakis & Pita, 2005).

A research premise essentially answers the “why” behind a study, inviting
reflection on the importance and timing of the inquiry, as well as the
potential theoretical and practical contributions of the findings (Yin, 2017).
For example, although mobile-assisted language learning (MALL) tools are
increasingly integrated into classrooms, relatively little is known about their
specific impact on the grammar acquisition of low-proficiency learners
(Kukulska-Hulme, 2009). Such a premise justifies the investigation of
technology-supported grammar learning among beginner ESL students.

Example premise:

Although mobile-assisted language learning (MALL) tools are increasingly used
in classrooms, little is known about their impact on the grammar acquisition of
low-proficiency learners.
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This premise may lead to a full-fledged study investigating technology-
supported grammar learning among beginner English learners.

To establish a solid foundation for inquiry, a research premise should
meet the following characteristics:

Table 4. Characteristics of a Strong Research Premise
Characteristic Description

Relevance Connected to real challenges or gaps within language education
Justifiability =~ Supported by existing evidence, theory, or observed need
Clarity Clearly states the issue or phenomenon under investigation
Researchability Leads to specific, answerable research questions or hypotheses

Significance Has potential to advance knowledge, pedagogy, or policy

Although depicted sequentially, stages are frequently iterative,
especially in classroom-based and qualitative work.

The research process
Language education research follows a systematic process, although it may
vary slightly between qualitative, quantitative, and mixed-methods
paradigms. Below is a simplified model of the research cycle:

1. Identify a problem or
phenomenon

A 4

2. Review the literature

\ 4

3. Formulate research
questions/hypotheses

)

4. Choose research
design and methods

!

5. Collect data

A 4

6. Analyse data

\ 4

7. Interpret and discuss
findings
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}

8. Report results and
make recommendations

Figure 1. The Research Process
in Language Education

Each step in the research process is interlinked and often iterative,
particularly in classroom-based or qualitative studies where new insights
may emerge mid-inquiry. For example, a teacher-researcher might refine or
reframe their research questions after initial classroom observations reveal
unexpected patterns.

The process begins with identifying a problem or phenomenon—this
could stem from observed challenges in learner performance, gaps in the
curriculum, or pedagogical issues such as difficulties with speaking fluency
or the underrepresentation of cultural diversity in textbooks. Once the issue
is articulated, the next step is to conduct a thorough review of the literature.
This involves engaging with academic articles, theoretical frameworks, and
empirical studies in order to map out what is already known, what debates
exist, and where further inquiry is needed. The literature review grounds the
study in existing knowledge and helps refine the focus of the investigation.

Based on this foundation, the researcher then formulates precise,
researchable questions or, in the case of quantitative studies, hypotheses.
These guide the study’s direction and determine the appropriate research
design. Depending on the nature of the inquiry, the study might adopt an
experimental, descriptive, ethnographic, case-based, or action research
approach. Methodological tools such as interviews, language tests,
classroom observations, or surveys are selected accordingly.

The data collection phase follows, during which information is gathered
through ethically sound procedures. This may involve recording classroom
discourse, administering assessments, conducting interviews, or compiling
field notes. Pilot work and instrument testing can be used to refine tasks or
interview guides before main data collection. Once collected, the data are
analysed using methods that align with the research questions and
paradigm. Qualitative studies often use thematic or discourse analysis,
while quantitative studies may employ statistical techniques to identify
patterns or correlations. For consent, confidentiality, and data governance
protocols, see Chapter 3 (especially Section 3.1 on informed consent and
Section 3.2 on protecting identities).

Following analysis, the researcher interprets the findings in relation to
the original premise and research questions. This stage involves assessing
whether initial assumptions were supported and reflecting on any
unexpected outcomes. Finally, findings are documented and shared—
whether through academic journals, conferences, or practitioner-oriented
outlets—alongside recommendations that may inform theory, pedagogy, or
policy. Ethical reporting and responsible authorship are integral to this
stage (see Chapter 3).
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Though presented as a sequence, this research cycle is rarely linear in
practice. It is a dynamic process that evolves in response to the data,
context, and emerging understanding.

Example case:

To illustrate how the research process unfolds in practice, consider a
common challenge observed by many language teachers: students seldom
use English (L2) during group tasks, often reverting to their first language
(L1). This classroom reality gives rise to a research premise—namely, that
learners are not sufficiently engaging in target-language (L2) use during
collaborative activities. Such a premise is pedagogically relevant, observable,
and opens the door to a structured inquiry.

The next step involves reviewing the relevant literature, where the
researcher explores existing studies on classroom interaction, task-based
language teaching, and learner behaviour in group settings. This review
might reveal, for example, that while task-based methods are widely
promoted, actual learner output often falls short of communicative
expectations, especially when tasks are unclear or when learners lack
confidence.

Grounded in this knowledge, the researcher formulates a guiding
question: What factors discourage L2 use during group activities in ESL
classrooms? This question sets the stage for the research design. A
qualitative approach is selected to capture the nuanced, contextual factors
influencing learner behaviour. Accordingly, data are gathered through
classroom observations and follow-up student interviews, allowing the
researcher to see and hear how tasks are carried out and to understand
students' perspectives directly.

Analysis of the data involves identifying recurring patterns and themes—
a process known as thematic analysis. The findings reveal that students
tend to avoid using English due to fear of making mistakes and uncertainty
about task expectations. These insights inform the interpretation of the
study: the issue is not solely linguistic competence, but also a combination
of affective and procedural barriers.

Finally, the study leads to actionable recommendations. To foster greater
use of English during group work, the teacher might design tasks with
clearer objectives, provide models of expected interaction, and integrate
confidence-building strategies that reduce anxiety. In this way, the research
not only explains a classroom phenomenon but also contributes practical
solutions rooted in empirical evidence.

This case demonstrates how a seemingly simple observation can evolve
into a rigorous, methodologically sound research project—one that bridges
theory and practice in meaningful ways. Recommendations align with task-
based principles (see Chapter 4) and motivation/anxiety research (see
Sectionl1.2).
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» Reflection questions

Q1. Why is it important for a language education research project to be
grounded in a clearly defined research premise?

Q2. How might your personal teaching or learning experiences shape the
kinds of research premises you are interested in pursuing?

Q3. In what ways does the iterative nature of the research cycle support the
development of deeper, more meaningful insights in classroom-based
research?

Q4. What challenges might arise when aligning research design and
methods with your research questions, and how can they be addressed?
Q5. How does understanding each stage of the research process help ensure
the validity and relevance of a study’s outcomes?

Exercises

Exercise 1: Identifying a premise

Think about a classroom issue or language learning problem you've
observed or experienced. In 2-3 sentences, formulate a research premise
that could lead to an empirical investigation. Make sure it is specific,
relevant, and researchable.

& Example starter:

“I've noticed that my students rarely use English during peer discussions,
even when prompted to do so. This might be related to anxiety or a lack of
task clarity...”

Exercise 2: Mapping the process
Based on the premise you identified in Exercise 1, briefly outline what
each of the following steps might look like in your project. Write 1-2
sentences for each stage:

Literature review

Research question or hypothesis

Research design

Data collection

Data analysis

Interpretation

Reporting and recommendations

Exercise 3: Analyse a sample case

[} Using the example above (“while task-based methods are widely
promoted, actual learner output often falls short of communicative
expectations”), write a short paragraph (100-150 words) explaining how this
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classroom issue evolves into a research project. Discuss what makes the
research premise strong and how the process ensures practical value.

Exercise 4: Critique and reflect

Read the research cycle outlined in Figure 1.

What step do you think is the most difficult to implement in real classroom-
based research, and why?

How might a teacher-researcher overcome this challenge?
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1.5 Philosophical Paradigms: Positivism,
Interpretivism, Critical Theory, Pragmatism,
and Relevance to Applied Linguistics and Education

Philosophical paradigms frame how researchers in applied linguistics
and language education conceive reality, knowledge, and method. This
subchapter outlines four influential orientations—positivism,
interpretivism, critical theory, and pragmatism—highlighting their
ontological and epistemological assumptions and their methodological
preferences. It shows how paradigms inform the formulation of questions,
choices about data and design, approaches to analysis, and the kinds of
claims that can be warranted. Brief illustrations connect each paradigm to
familiar areas of linguistic and educational inquiry, and a comparison table
summarises core features. A second table sketches typical areas of relevance
across applied linguistics and language education research. While the
paradigms differ, they are often complementary in practice; mixed-paradigm
studies are increasingly common where problems are complex and multi-
layered. The aim is to support transparent, context-sensitive choices that
align purposes, evidence, and interpretation.

Positivism in applied linguistics and language education research
Positivism is rooted in the belief that an objective reality exists
independently of human perception and can be discovered through
empirical observation and logical analysis (Guba & Lincoln, 1994; Creswell
& Creswell, 2018). Ontologically, positivism adopts a realist stance,
assuming that phenomena have a single, external existence that is
consistent across different contexts. Epistemologically, it endorses
objectivism, proposing that knowledge is discoverable, measurable, and
verifiable through observation of empirical data (Guba & Lincoln, 1994;
Bryman, 2016).

In linguistic research, positivist approaches frequently involve hypothesis
testing using standardised tools and quantitative analyses. Typical methods
include experiments, structured surveys, and psycholinguistic tests such as
reaction time measurements (Doérnyei, 2007). For example, a study in
second language acquisition might compare groups receiving different
instructional methods and analyse test scores statistically to evaluate the
efficacy of an intervention.

Historically, positivism emerged with Auguste Comte’s assertion that
social phenomena should be studied scientifically, with subsequent
refinement by Popper’s falsification principle, which emphasised the need to
test and potentially disprove hypotheses (Cohen, Manion, & Morrison,
2017). However, pure positivism has been critiqued for its strict objectivity
claims, leading to the development of postpositivism, which acknowledges
the inherent limitations of knowledge but still values empirical rigour (Guba
& Lincoln, 1994).

Positivist methods are particularly well suited to controlled experimental
designs, standardised assessments, and the quantitative surveys widely

40



used in language education research. As Dornyei notes, questionnaires are
“relatively easy to construct, extremely versatile and uniquely capable of
gathering a large amount of information quickly in a form that is readily
processible” (2007, p. 102). For example, a quasi-experimental study might
administer pre- and post-tests to measure vocabulary gains following an
instructional intervention and analyse the results using inferential statistics
(e.g., ANOVA).

Positivism’s strengths lie in its emphasis on replicability and
transparency, allowing findings to be tested across different contexts (Cohen
et al., 2017). Its focus on causal relationships can inform educational
policies and curriculum design by providing measurable evidence of
instructional effectiveness. However, positivism’s limitations include an
often-insufficient attention to sociocultural context and learner identity,
potentially reducing complex human behaviours to numerical variables
(Phillips & Burbules, 2000). Furthermore, the assumption of researcher
neutrality is problematic as researchers’ values can influence research
design and interpretation (Guba & Lincoln, 1994).

Recognising these limitations, many contemporary linguistic researchers
adopt pragmatic mixed-method approaches, combining quantitative and
qualitative data to capture both measurable outcomes and the meanings
behind learner experiences (Creswell, 2013). For example, a study might use
vocabulary tests alongside interviews to explore both the extent of learning
and learners’ perceptions of the instructional methods.

The positivist paradigm, grounded in a realist ontology, assumes that
language structures exist objectively and can be empirically analysed
through rigorous, replicable methods (Newmeyer, 1986). Formal linguistics,
including syntax and phonology, often employs elicitation tasks,
acceptability judgements, and corpus analysis to test hypotheses about
universal grammatical rules (Chomsky, 1965; Culicover, 2009).

Positivism is well-suited to large-scale testing and intervention studies
aiming to measure effectiveness and generalise findings (Dérnyei, 2007). For
example, research evaluating the impact of explicit grammar instruction
often uses randomised controlled trials with pre- and post-testing to identify
causal effects (Norris & Ortega, 2000).

Case study 1: Positivist approach in applied linguistics
A meta-analysis of 49 studies showed instructed L2 learning is effective
overall and can yield robust gains under experimental/quasi-experimental
designs (Norris & Ortega, 2000).

Interpretivism in applied linguistics and language education
research
Interpretivism emerged in response to positivism, emphasising the
subjective nature of reality and the need to understand human experience
from the participants’ perspective (Schwandt, 1994). Ontologically, it is
rooted in constructivism, which views reality as socially constructed,
multiple, and context-dependent (Crotty, 1998). Epistemologically, it adopts
a relativist and subjectivist stance, positing that knowledge is co-created
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through interactions between researcher and participants (Guba & Lincoln,
1994; Schwandt, 1994).

In applied linguistics and language education, interpretivist research
focuses on how learners, teachers, and communities construct meaning and
negotiate identities through language. This approach values rich, detailed
descriptions of lived experiences, often using qualitative methods like
ethnography, case studies, discourse/narrative inquiry, participant
observation and in-depth interviews (Duff, 2008).

Interpretivist researchers explore how social, cultural, and institutional
contexts shape language learning and educational practices. For instance,
a study might examine how immigrant learners construct their linguistic
identities or how teachers interpret and apply language policies.

Interpretivism values researcher reflexivity, recognising that the
researcher’s background and beliefs influence the research process and
outcomes, in contrast to positivism’s claim of detached objectivity (Berger,
2013).

Strengths of interpretivism include its ability to offer nuanced insights
into complex social phenomena, especially those that quantitative methods
may overlook (Merriam & Tisdell, 2016). Its emphasis on context and
participant perspectives is vital in language education, where factors like
motivation, identity, and interaction dynamics are crucial. However,
interpretivism faces criticism for the subjectivity of its findings and
difficulties in generalising results beyond specific contexts (Cohen et al.,
2017). The researcher’s involvement in data collection may also raise
concerns about bias, though these can be addressed through transparent
reflexivity and rigorous methodology.

Interpretivism supports qualitative methods such as discourse analysis,
narrative inquiry, and participant observation (Gee, 2014). These methods
allow researchers to investigate how language functions in social
interactions and how educational experiences are constructed.

Interpretivism highlights the socially constructed nature of language,
forming the foundation of discourse analysis, interactional sociolinguistics,
and ethnography of communication, where researchers study how meaning
and identity are negotiated in social contexts (Blommaert, 2005; Silverstein,
1993). For example, Schiffrin (1994) explored how language use reflects
social relationships and identities.

This paradigm dominates qualitative studies on learners’ and teachers’
lived experiences, identity construction, and classroom interaction. Norton's
(2000) study on learner investment in language learning uses narrative
interviews to show how identity negotiation influences motivation and
learning trajectories.

Case study 2: Interpretivist study on learner identity
Norton (2000) used qualitative narrative interviews with immigrant learners
to explore how language investment relates to shifting social identities and
motivation, illustrating interpretivism’s focus on context and meaning.
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Critical theory in applied linguistics and language education
research
Critical theory, originating from the Frankfurt School in the early 20th
century, focuses on power relations, social justice, and emancipation
(Horkheimer, 2002). Ontologically, it posits that reality is shaped by social,
political, and economic forces that create inequalities and oppression
(Kincheloe & McLaren, 2005). Epistemologically, it rejects neutrality, aiming
instead to critique and transform oppressive structures (Habermas, 1984).

In applied linguistics and language education, critical theory challenges
dominant ideologies that marginalise certain languages, dialects, or learner
populations. It critiques how language policies, curricula, and classroom
practices reinforce inequalities related to class, race, gender, and colonial
histories (Canagarajah, 2012). For example, critical research might examine
how standardised language tests reinforce social stratification or how
English language education in postcolonial contexts perpetuates cultural
imperialism.

Methodologically, critical theory uses participatory, emancipatory
approaches like critical discourse analysis (Fairclough, 2010), action
research, and participatory inquiry. These methods aim to not only analyse
power dynamics but also empower marginalised groups through research
engagement (Kemmis & McTaggart, 2005).

Critical theorists emphasise reflexivity and the political commitment of
the researcher, viewing research as a tool for social change rather than mere
description or explanation (McLaren, 2003). This aligns with goals of
linguistic human rights, social equity, and the democratisation of education
(Tollefson & Tsui, 2014).

Critical theory’s strengths lie in its ability to reveal hidden power relations
and challenge assumptions about language and education. It broadens
linguistic research to include issues of ideology, identity, and resistance,
encouraging reflection on the researcher’s positionality and sociopolitical
context (Pennycook, 2001). However, it has been critiqued for sometimes
prioritising ideological critique over empirical rigour, potentially leading to
perceptions of bias or dogmatism (Cohen et al., 2017). Balancing ideological
commitment with systematic analysis remains a challenge.

Critical theory continues to inspire research that not only documents
inequalities but also advocates for more inclusive, equitable, and socially
just language policies, particularly in multilingual and multicultural
settings where language intersects with identity, power, and resistance.

Critical theory challenges the view of language as neutral, emphasising
the role of power and ideology in language practices (Fairclough, 2010).
Critical discourse analysis (CDA) is a key method used to uncover how
language perpetuates social inequalities. For instance, Flores and Rosa
(2015) explore how linguistic practices reproduce racialised hierarchies in
education and society.

Critical theory has highlighted systemic inequities in language education.
Studies examine how language policies and classroom practices marginalise
minority languages or reinforce racial and social inequalities (Kubota & Lin,
2009; Tollefson, 2013). For example, research on English-Medium
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Instruction (EMI) programmes shows that making English the sole language
of instruction erodes students' home languages and reinforces structural
inequalities, perpetuating educational and linguistic injustice (Alhamami,
2023).
Case study 3: Critical theory in language policy

Tollefson (2013) critically analysed English-only education policies,
uncovering how they marginalise indigenous languages and reinforce social
inequalities, illustrating critical theory’s emancipatory goals.

Pragmatism in applied linguistics and language education research
Pragmatism, rooted in the works of Peirce, James, and Dewey, emphasises
practical consequences and problem-solving as central to meaning and
truth (Dewey, 1938; James, 1907). Ontologically, it views reality as dynamic
and context-dependent, rather than fixed or absolute (Biesta & Burbules,
2003). Epistemologically, knowledge is provisional, evolving through action,
experience, and reflection, with a focus on what works in a given context
(Morgan, 2014).

In linguistic and language education research, pragmatism promotes
methodological pluralism, allowing scholars to transcend traditional
dichotomies between qualitative and quantitative approaches, guided by the
research questions and practical aims (Creswell & Plano Clark, 2018). This
flexibility helps address complex educational issues requiring multiple
perspectives and data sources.

Pragmatist research often combines diverse methods—surveys,
interviews, classroom observations, and interventions—to generate
actionable knowledge that informs both theory and practice (Morgan, 2014).
For example, a study might evaluate a new language teaching technique by
combining quantitative test scores with qualitative feedback from learners
and teachers to understand its effectiveness and feasibility.

This paradigm is well-suited to applied linguistics, emphasising practical
problem-solving and responsiveness to real-world classroom conditions. It
supports research on improving language learning, teacher development,
and curriculum innovation while accommodating the complexities of
educational environments (Biesta & Burbules, 2003). Pragmatism
encourages iterative inquiry and adaptation, reflecting Dewey’s view of
education as experiential learning shaped by reflection and problem-solving
(Dewey, 1938).

The strength of pragmatism lies in its practical orientation and openness
to diverse methodologies, fostering research that is both contextually
grounded and theoretically informed (Creswell, 2013). By prioritising
outcomes that matter to stakeholders, pragmatism bridges research and
practice, facilitating the translation of findings into policy and educational
practice.

However, its flexibility can lead to methodological inconsistency if not
carefully managed, risking superficial integration of paradigms (Morgan,
2014). Researchers must remain critically reflective to ensure coherence and
rigour.
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In sum, pragmatism is a valuable paradigm for applied linguistics and
language education, promoting pluralistic, context-sensitive inquiry aimed
at meaningful educational improvement.

Pragmatism, with its focus on practical outcomes and methodological
pluralism, is increasingly influential in applied linguistics fields like forensic
linguistics and language documentation. It encourages combining
quantitative and qualitative methods to address complex language issues in
real-world contexts (Creswell & Plano Clark, 2018). For example, in
sociophonetic studies, researchers may quantify phonetic variation while
integrating ethnographic interviews to understand the social meanings of
speech patterns (Wolfram & Schilling-Estes, 2006).

Pragmatism also underlies mixed-methods and action research designs
that prioritise solving practical problems. Teachers investigating their
instructional practices often combine qualitative observations with
quantitative learner assessments to improve pedagogy (Burns, 2010).
Similarly, studies on digital language learning integrate usage data with
focus groups to develop learner-responsive tools (Winke & Goertler, 2008).

Case study 4: Pragmatist mixed-methods in teacher development
Burns (2010) used surveys, reflective journals, and classroom observations
in an action research project to enhance teacher professional development
in language classrooms, illustrating pragmatism’s focus on practical
solutions.

Comparing major research paradigms in applied linguistics and
language education
The four major research paradigms—Positivism, Interpretivism, Critical
Theory, and Pragmatism—each offer distinct frameworks for understanding
and investigating the world, guided by differing assumptions about reality,
knowledge, research goals, and methodologies. While Positivism focuses on
objective, measurable phenomena through quantitative methods to
establish generalisable laws (Creswell, 2014), Interpretivism seeks to
understand the subjective, socially constructed nature of human experience
using qualitative methods like ethnography and interviews (Geertz, 1973).
Critical Theory, in turn, critiques power structures and aims for social
transformation through participatory and critical research methods
(McLaren, 2003; Freire, 1970). Pragmatism, characterised by its flexibility
and focus on solving real-world problems, integrates both quantitative and
qualitative approaches based on the research context (Morgan, 2014;
Creswell & Plano Clark, 2018). These paradigms offer complementary, yet
fundamentally different, ways to approach research in applied linguistics
and language education. The table below summarises the key
characteristics of each paradigm, offering a clear comparison across
ontology, epistemology, research goals, and preferred methodologies.
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Table 5. Key Characteristics of Positivism, Interpretivism, Critical Theory, and Pragmatism

Feature Positivism Interpretivism Critical theory Pragmatism
Assumes a single,
ijectlve reality Embraces multiple, socially VICWS real}ty as shaped by ' Sees r.ea%lty as dynamic,
independent of human ”» social, political, and economic pluralistic, and context-
Ontology . constructed realities ; . .
perception (Guba & (Schwandt, 1994) power relations (Horkheimer, dependent (Dewey, 1938;
Lincoln, 1994; Bryman, ? ’ 2002; Fairclough, 2010). Morgan, 2014).
2016).
Knowledge is objective, Knowledge is subjective and Knowledge aims at emancipation Knowledge is judged by its
measurable, and e . .
. . co-constructed between through critical reflection and practical consequences and
Epistemology discovered through

Research goal

Preferred
methods

detached observation
(Creswell, 2014).

To identify generalisable
laws and causal
relationships (Cohen et

al., 2017; Bryman, 2016).

Quantitative methods
such as experiments,
surveys, and statistical
analysis (Doérnyei, 2007).

researcher and participant

(Geertz, 1973).

To interpret and
understand meanings,
experiences, and
interactions (Geertz, 1973;
Schwandt, 1994).

Qualitative methods
including ethnography,
interviews, and narrative
analysis (Patton, 2015).

social transformation (McLaren,

2003; Kincheloe, 2008).

To critique societal inequalities
and empower marginalised

voices (Freire, 1970; Kincheloe &

McLaren, 2011).

Participatory, action research
and critical discourse analysis
(Kemmis & McTaggart, 2005;

Fairclough, 2010).

usefulness (Biesta, 2010;
Creswell, 2013).

To solve real-world problems
using flexible, problem-driven
inquiry (Morgan, 2014;
Creswell & Plano Clark,
2018).

Mixed methods that combine
quantitative and qualitative
data depending on the
research problem (Biesta,
2010; Creswell & Plano
Clark, 2018).




Relevance to applied linguistics and language education
Understanding the practical relevance of philosophical paradigms is
essential for conducting meaningful research in applied linguistics and
language education. These paradigms—positivism, interpretivism, critical
theory, and pragmatism—are not merely abstract frameworks but influence
how researchers approach language phenomena, design studies, select
methods, and interpret findings in the context of real-world language use
and learning (Cohen, Manion, & Morrison, 2017; Mackenzie & Knipe, 2006).
Each paradigm provides unique insights, enabling researchers to address
different aspects of language and learning, from cognitive processes to social
practices.

Historically, applied linguistics and language education have been
distinct disciplines. However, the paradigms introduced in the previous
section offer common frameworks for integration. For example,
sociolinguistic research grounded in interpretivism explores language
variation and identity, directly influencing pedagogical strategies that
promote linguistic diversity in classrooms (Garcia, 2009). Likewise, positivist
studies on second language acquisition processes complement classroom-
based intervention research, informing practices aimed at improving
language teaching.

The growing trend of mixed-paradigm studies reflects the recognition of
language as a complex, multifaceted phenomenon that requires diverse
methodologies. A single study might quantitatively measure learner
proficiency (positivist), explore learner experiences through interviews
(interpretivist), critique educational policies (critical theory), and propose
practical teaching strategies (pragmatism). This approach reflects a
comprehensive view of language learning and highlights the need for flexible,
interdisciplinary research frameworks.

The table below summarises the relevance of each paradigm to both
applied linguistics and language education, illustrating their distinct
focuses and the breadth of research possibilities they open.

Table 6. Paradigm Relevance to Applied Linguistics and Language Education

Paradigm Applied linguistics Language education
research focus research focus
Large-scale assessment,
Empirical testing of formal controlled experiments,
Positivism language structures (syntax, curriculum evaluation,

phonology) (Newmeyer, 1986) instructional efficacy (Dornyei,
2007; Norris & Ortega, 2000)

Social construction of

meaning, discourse analysis,
Interpretivism identity negotiation

(Blommaert, 2005; Schiffrin,

Learner identity, motivation,
teacher beliefs, classroom
interaction (Norton, 2000; Borg,

1994) 2003)
Critical Analysis of power, ideology, ﬁinﬁ?se}dgcef(ili(t:y Cg;f;&:;?’
theory and linguistic inequality g quity,

pedagogy, anti-racist education



Applied linguistics Language education

Paradigm research focus research focus
(Fairclough, 2010; Flores & (Kubota & Lin, 2009; Tollefson,
Rosa, 2015) 2013)

Problem-oriented, applied
approaches (e.g.,
sociophonetics, language
Pragmatism documentation); mixed
methods (Creswell & Plano
Clark, 2018; Wolfram &
Schilling-Estes, 2006)

Action research, teacher inquiry,
digital language learning, mixed
methods (Burns, 2010; Winke &
Goertler, 2008)

The practical relevance of these paradigms to applied linguistics and
language education lies in their complementary roles. Positivism offers
rigorous, generalisable findings; interpretivism provides rich, context-
dependent insights into language use; critical theory emphasises social
justice and challenges inequities; and pragmatism focuses on practical
problem-solving with flexibility in methodology. Recognising and integrating
these paradigms allows for research that is both comprehensive and
ethically grounded, addressing the multifaceted nature of language and
learning.

In conclusion, the four paradigms—positivism, interpretivism, critical
theory, and pragmatism—each bring valuable perspectives to linguistic and
educational research. While positivism provides objectivity and rigour,
interpretivism enriches our understanding of subjective meanings and
social contexts. Critical theory serves as a tool for critiquing power dynamics
and advocating for social justice, while pragmatism emphasises practical
problem-solving and methodological flexibility. Together, these paradigms
offer a nuanced, holistic framework for studying the complex phenomena of
language and learning, fostering more dynamic and inclusive approaches to
research in applied linguistics and language education.

| g™
» Reflection questions

Q1. How might a researcher’s belief about reality influence the type of data
they collect in both language structure analysis and classroom language
use?
Q2. What challenges arise when applying strict empirical methods to
complex human language phenomena, such as syntax or discourse?
Q3. How can awareness of social power and ideology inform research on
language variation or language policy?
Q4. Why is methodological flexibility important when studying both
linguistic phenomena and practical language learning problems?
Q5. How do different research paradigms shape the questions and methods
used in linguistic analysis and language education studies?
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Exercises

Exercise 1: Method comparison

Select a linguistic or language education issue (e.g., language variation
or motivation). Outline how two paradigms would approach researching it
differently.

Exercise 2: Case analysis

Review a research abstract from either applied linguistics or language
education and identify the underlying research paradigm, explaining your
reasoning.

Exercise 3: Research proposal

Draft a one-paragraph mixed-methods proposal addressing a practical
problem in applied linguistics (e.g., documenting language change) or
language education, justifying why mixed methods suit the research goals.

Exercise 4: Critical reflection

Choose a linguistic norm or language policy (e.g., standard language
ideology) and discuss who benefits and who might be marginalised,
referencing concepts of power and equity.

Conclusion to Chapter 1
This chapter has established shared ground for the volume. It defined
language education as an interdisciplinary field concerned with learning,
teaching, assessment, and governance in educational settings, and
distinguished it from—while keeping it in productive dialogue with—
research in applied linguistics and in education. It also outlined how
research operates across micro, meso, and macro levels of practice and
policy, indicating ways in which inquiry may inform curricula, pedagogy,
assessment, and technology integration. The case examples suggested a
recurring principle: the greatest impact tends to occur when theoretically
informed insights are adapted to local constraints and affordances.

The roles and relations of three neighbouring traditions—research in
applied linguistics, educational research, and language education
research—were clarified. Each brings characteristic questions, settings, and
methods; language education research occupies the bridge between them,
translating linguistic explanation into pedagogical design and, conversely,
using classroom evidence to refine theory. The comparison underscored the
value of mixed designs that combine classroom observation with
experimental, corpus-based, or survey methods where appropriate.

Attention then turned to research premises and processes. A defensible
study begins with a clear, relevant, and researchable premise; proceeds
through a focused review; and moves from questions to design, sampling,
instruments, analysis, and reporting. Although presented sequentially, the
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cycle is commonly iterative: pilot work, instrument testing, and early
analysis may prompt refinements to questions and procedures. Ethical
considerations—including consent, confidentiality, data governance, and
fair representation—are integral at each stage.

Finally, four influential philosophical paradigms—positivism,
interpretivism, critical theory, and pragmatism—were outlined, with
attention to how ontological and epistemological assumptions shape
questions, evidence, and claims. Rather than prescribing a single stance,
the discussion encouraged methodological literacy: the capacity to select
and justify approaches that are fit for purpose, contextually sensitive, and
ethically robust.

Taken together, the chapter argues for principled pluralism. Rigour in
language education research is tied less to any one method or paradigm
than to transparent alignment among purposes, premises, designs, and
claims. Subsequent chapters provide concrete tools for enacting this
alignment across design, methods, analysis, ethics, and dissemination.

Key takeaways
e Define a focused, relevant premise, and let it drive questions, design,
and analysis.
e Match methods to questions and context; avoid method-led studies.
e Keep the micro-meso—macro lens in view so classroom insights and
policy intentions inform one another.
e State paradigmatic assumptions explicitly; recognise the claims they
license and those they delimit.
e Embed ethics and transparency throughout: plan for consent,
anonymity, data handling, and fair representation.
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CHAPTER 2. RESEARCH QUESTIONS,
HYPOTHESES, AND METHODOLOGICAL
FOUNDATIONS

2.1 Formulating research questions

2.2 Types of research by purpose: Fundamental, applied, and experimental
2.3 Developing hypotheses and operational objectives

2.4 Building a robust literature review: Sourcing, synthesising, identifying
gaps and structuring research

2.5 From research questions to design: A framework for coherent study
planning

2.6 Choosing sampling strategies

2.7 Ensuring validity, reliability, and trustworthiness

This chapter moves from broad interests to researchable problems. It
shows how focused questions anchor design decisions—methods, sampling,
instruments, analysis, and reporting—and how different purposes
(fundamental, applied, experimental) shape what counts as an adequate
answer. Section 2.1 sets practical criteria for questions that are clear,
feasible, and consequential. Section 2.2 distinguishes purposes and links
them to appropriate standards of evidence. Section 2.3 differentiates
questions, hypotheses, and operational objectives, showing how to define
constructs so they can be observed and measured. Section 2.4 outlines
strategies for building a literature review that maps debates, identifies gaps,
and justifies a study’s contribution. Section 2.5 presents a compact
framework for moving coherently from questions to design, including mixed-
methods pathways. Section 2.6 considers sampling strategies—probability,
non-probability, and ethical inclusion—and their implications for inference.
Section 2.7 reframes validity, reliability, and trustworthiness as design
principles rather than post hoc checks, with brief checklists tailored to
quantitative, qualitative, and mixed-methods projects. Attention is given to
operationalisation, measurement quality, and the value of piloting
instruments. By the end, readers should be able to craft questions that
matter, align them with designs that fit, and anticipate the evidential
warrants their choices afford in varied classroom and digital contexts and
programmes.
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2.1 Formulating Researchable Questions

Clear, researchable questions drive rigorous work in applied linguistics
and language education. Question quality shapes every subsequent choice—
design, sampling, instruments, analysis, and reporting—and sets
boundaries on warranted claims (Creswell, 2014). This subchapter defines
what counts as researchable and offers a stepwise route from broad topic to
focused inquiry. It sets criteria for clarity, feasibility, originality, and
significance; distinguishes descriptive, comparative, and explanatory
questions; and shows how wording commits a study to particular data types
and analytic strategies. Practical guidance covers narrowing scope,
operationalising key terms, and aligning questions with designs, measures,
and analyses. Short, discipline-specific examples illustrate typical
refinements and common missteps. The aim is to provide a reliable template
for moving from curiosity to questions that are answerable with available
methods and that can support defensible inferences in varied contexts.

What is a researchable question?

A researchable question is one that admits systematic investigation—
empirical or theoretical—and can be answered with verifiable evidence
(Creswell, 2014; Cohen et al., 2017). Rather than expressing diffuse
curiosity, it is articulated as a focused inquiry that warrants feasible data
collection and rigorous analysis. As Maxwell observes, “Your research
questions—what you specifically want to understand by doing your study—
are at the heart of your research design” (2013, p. 78). Extending this view,
Flick (2018) emphasises that a robust question specifies the object of study,
establishes its significance, and indicates the procedures by which it will be
examined. For example, the broad “What helps learners improve
pronunciation?” becomes researchable when reformulated as “How does
explicit phonetic instruction affect L2 English vowel production among adult
Mandarin speakers in university EFL programmes?”—a precise, testable
inquiry aligned with available methods. In the same vein, Mackey and Gass
caution that “questions need to be interesting in the sense that they address
current issues; at the same time, they need to be sufficiently narrow and
constrained so that they can be answered” (2016, p. 19).

Characteristics of researchable questions:

a) Answerable through evidence: The question can be addressed using
qualitative or quantitative data collection (e.g., interviews, surveys, corpora,
test scores). For example, Saito (2021) explored how explicit instruction in
segmental and suprasegmental features improved L2 speech intelligibility,
grounded in measurable outcomes.

b) Focused: It hones in on a specific issue, group, or context. Rather than
broadly examining “language learning success,” a focused version might
ask: “What role does metacognitive strategy use play in reading
comprehension among adolescent Arabic-speaking learners of English in the
UK?” (Oxford, 2011).

60



c) Original and meaningful: Strong questions contribute new knowledge
by addressing gaps, testing theories in novel contexts, or challenging
existing claims with different methods. Recent studies on translanguaging
practices in multilingual classrooms, for instance, ask, “How do high school
teachers in linguistically diverse classrooms use translanguaging to support
academic writing in English?” (Garcia & Wei, 2014).

d) Feasible: The question must be practical to investigate within time,
resource, and ethical constraints. For example, a study that aims to observe
L2 pragmatics over two years may be unrealistic for a short master's project,
but a feasible version might examine “How do L2 learners of Japanese
perform refusals in role-play tasks after six weeks of pragmatics
instruction?”

Why is formulating a good research question important?

A well-formulated research question is essential to the research process,
guiding decisions regarding methodology, data collection, and analysis
(Creswell, 2014; Mackey & Gass, 2015; Maxwell, 2013). It defines the scope
and direction of the study, ensuring coherence throughout.

The question serves as a conceptual compass, helping to keep the project
aligned with its aims and avoiding detours into unrelated topics (Punch,
2014). For example, a study exploring corrective feedback in second
language writing needs to clearly state whether it examines learner
perceptions, linguistic outcomes, or teacher practices—each focus demands
a different design and data strategy (Bitchener & Ferris, 2012).

It also dictates the kind of data required—quantitative (e.g., test scores,
survey results), qualitative (e.g., interviews, classroom observations), or
mixed methods (Creswell & Plano Clark, 2018). For example, “How does
teacher code-switching affect learner engagement?” would likely involve
observational and interview-based data, whereas “Does metalinguistic
feedback improve grammatical accuracy?” would require experimental
designs with measurable outcomes (Ellis & Erlam, 2006).

Moreover, the research question influences the methodological approach
and analytical techniques used. Descriptive questions may align with case
study or ethnographic methods, while explanatory questions might involve
statistical or discourse analysis (Doérnyei, 2007; Richards, 2003).

A clearly defined research question enhances scholarly communication,
helping others understand the study’s aims and assess its design and
relevance (Flick, 2018). It offers a standard for evaluating the study’s validity
and scope. Vague questions often lead to fragmented findings and
ambiguous results, while a well-defined question provides a clear framework
for investigation (Bialystok, 2001).

Characteristics of a strong research question
Effective research questions ensure methodological clarity and theoretical
coherence. A strong question should meet several interrelated criteria:

1. Clarity and specificity
A clear and specific question prevents confusion and guides design. For
example, “How do adult learners in intensive French immersion programmes
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acquire new vocabulary during their first six months of study?” is focused
and contextually grounded, unlike the vague “How do students learn
languages?”

2. Focus and manageability
A research question must narrow the scope to make it manageable,
especially for small-scale studies. For instance, instead of the broad “What
are the effects of bilingualism?” the question might focus on “How does early
bilingual exposure influence phonological awareness in preschool-aged
children?”

3. Researchability with available methods
A strong research question should be grounded in practical feasibility. For
example, “What strategies do teachers use to encourage student
participation in English as a Foreign Language (EFL) classrooms in rural
India?” can be investigated with proper access and ethical approval, whereas
“How do teachers worldwide adapt to all cultural differences?” is too vague
to be feasible.

4. Significance and originality
A strong question addresses an understudied issue or provides new insights.
For example, while motivation in second language acquisition has been
widely studied (Dérnyei & Ushioda, 2021), a more specific question like,
“How do adult learners in refugee language programmes experience
motivation in asynchronous online classes during post-pandemic
resettlement?” introduces a timely, unique context.

5. Clearly defined terms (Operationalisation)
Key terms should be defined in a measurable way to ensure clarity and
replicability. For instance, “How does learner anxiety affect oral performance
in EFL classrooms?” requires defining “learner anxiety” and “oral
performance” to make the question researchable and ensure consistency in
measurement.

Types of research questions
Identifying the type of research question is essential for determining the
appropriate design, data collection strategies, and analysis methods. In
applied linguistics and language education, questions typically fall into
three broad categories: descriptive, comparative, and explanatory (Creswell,
2014; Mackey & Gass, 2015).

1. Descriptive research questions
Descriptive questions observe and document specific phenomena without
analysing causality or relationships. They are often used in early research
to establish baseline knowledge or identify patterns in linguistic or
pedagogical contexts (Nunan, 1992; Doérnyei, 2007). These questions
typically begin with “what,” “which,” or “to what extent” and aim to describe
characteristics, behaviours, or frequencies within a specific context, often in
needs analyses, learner profiling, or observational studies (Mackey & Gass,
2015; Doérnyei, 2007).

For example, a study might ask, “What are the most common
grammatical errors in the writing of intermediate Spanish-speaking learners
of English?”—a question that can be answered through corpus or classroom
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data analysis. Descriptive questions usually involve methods like surveys,
structured observations, and frequency counts, providing data that can
guide future research (Creswell, 2014; Nunan, 1992).
Example:
e What are the most common grammatical errors in L2 English writing
among intermediate Spanish-speaking learners?
Other examples:
e What learning strategies do successful EFL learners use most
frequently?
e What language ideologies are present in primary school language
textbooks in Chile?
These questions focus on mapping out learner performance or behaviours
without attempting to establish cause-and-effect relationships.
2. Comparative research questions
Comparative questions examine differences or similarities between groups,
settings, time periods, or conditions. They are useful in experimental, quasi-
experimental, and cross-linguistic or cross-cultural research (Mackey &
Gass, 2015; Cohen et al., 2017). These questions typically begin with
phrases like “How does A differ from B...” or “What are the differences
between...” and often involve statistical comparisons (e.g., t-tests or ANOVA)
or thematic contrasts in qualitative data (Doérnyei, 2007; Mackey & Gass,
2015). In quantitative studies, they test hypotheses using independent and
dependent variables, while in qualitative research, they explore contrasting
experiences across settings (Creswell & Creswell, 2018).
Example:
e How does learner anxiety differ between synchronous and
asynchronous online language classes among adult ESL learners?
Other examples:
e How do phonetic discrimination skills vary between monolingual and
bilingual children aged 4-6?
e What are the differences in pragmatic competence between learners
exposed to study-abroad versus domestic immersion programmes?
These questions help identify how different factors influence language
learning and teaching outcomes.
3. Explanatory research questions
Explanatory questions explore causal relationships or mechanisms behind
linguistic or educational phenomena, often framed as “why” or “how.” These
questions test hypotheses and require strong theoretical frameworks and
precise operationalisation of variables (Punch, 2014; Dérnyei, 2007). They
typically involve triangulating data from multiple sources and can be
addressed using both qualitative approaches (e.g., grounded theory) and
quantitative methods (e.g., regression analysis) (Maxwell, 2013; Creswell &
Poth, 2018). The goal is to understand the underlying reasons or processes
in language learning and use.
Example:
e Why do some adult second language learners persist in language
study despite low motivation?
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Other examples:
e How does corrective feedback influence long-term retention of
grammatical forms in beginner L2 learners?
e Why do heritage speakers of Korean differ in syntactic judgement
accuracy compared to late L2 learners?
These questions seek to uncover deeper insights into why and how specific
phenomena occur.

The process of developing a research question
Developing a strong research question is a systematic and reflective process
that shapes the direction of your entire study. The following steps offer a
practical guide to this development:

Step 1: Identify a broad topic or area of interest
Start with a general subject that sparks curiosity or fills a gap in existing
literature, e.g., “language learning motivation” (Dérnyei, 2001).

Step 2: Conduct a preliminary literature review
Review relevant works to identify what’s been studied and find gaps (Boote
& Beile, 2005).

Step 3: Narrow down your focus
Focus on a specific aspect, group, or context to make the study more
manageable, e.g., “motivation among immigrant adult learners” (Gardner,
2010).

Step 4: Identify a research problem or gap
Pinpoint unresolved issues within your focus to guide the direction of your
study (Punch, 2014).

Step 5: Draft potential research questions
Formulate questions that align with your identified problem and research
goals (Creswell & Creswell, 2018).

Step 6: Evaluate and refine questions
Assess questions for clarity, focus, feasibility, and significance. Revise to
improve precision (Mackey & Gass, 2015).

Examples of poor vs well-formulated research questions
The table below shows examples of ineffective vs. well-formulated research
questions, highlighting improvements in specificity, context, and focus,
making them clearer and more researchable.

Table 7. Examples of Poor vs. Well-Formulated Research Questions

Poor question Improved question Reason
How do immigrant adult learners Specific,
What is motivation? describe their motivation to learn contextualised,
English in community college settings? and focused
Does bilingualism How does bilingualism influence Focused on
affect language phonological awareness in population, age,
learning? preschoolers aged 3-5? and specific skill

How does participation in synchronous Clear, measurable
online language classes impact learner effect, specific
anxiety among university students? context

What are the effects of
online learning?
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Defining key terms and concepts (Operationalisation)
Operationalising key terms in a research question makes abstract concepts
measurable, enhancing validity. For example, in the question “How does
learner anxiety affect oral performance in EFL classrooms?” anxiety can be
measured using scales like FLCAS (Horwitz, Horwitz, & Cope, 1986),
physiological measures (e.g., heart rate), or behavioural indicators (e.g.,
hesitation). Oral performance can be defined by fluency (speech rate,
pauses), accuracy (error rates), complexity (grammatical structures), or
task-specific performance (Skehan, 1998). Clear operational definitions
ensure focus, replicability, and clarity in results (Cohen et al., 2017).
Formulating researchable questions is an iterative process, critical to
ensuring meaningful, methodologically sound research.

» Reflection questions

Q1. What strategies can you use to narrow down a broad topic into a specific
research question?

Q2. How can literature reviews inform your research question development?
Q3. How can you ensure that the key terms in your research question are
clearly defined and measurable?

Q4. How do you balance originality and feasibility when choosing a research
question?

Q5. How do descriptive, comparative, and explanatory research questions
differ in terms of design and data collection?

Exercises

Exercise 1: Narrowing broad topics

Take a broad topic (e.g., language learning motivation) and brainstorm
five more specific, researchable questions related to it. Refine the questions
for clarity and focus.

Exercise 2: Operationalising terms
Choose one research question you have. Define at least two key terms in
detail, explaining how you would measure or observe them in your study.

Exercise 3: Classifying research questions
Classify the following questions into descriptive, comparative, or
explanatory categories:

What strategies do teachers use to promote student engagement?

How do motivation levels differ between male and female learners?
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Why do some learners succeed in acquiring second language
pronunciation while others do not?

Exercise 4: Refining research questions
Take one of the following broad, general research questions and refine it
to make it specific, clear, and researchable. Focus on narrowing the scope,
defining key terms, and ensuring the question is feasible for study.
< How does technology affect language learning?
& What are the impacts of motivation on language learners?
@ How do students learn grammar in a second language?
@ What role does culture play in language acquisition?
Instructions:
& Specify the population or context (e.g., specific group of learners,
educational setting, geographical region).
& Define key concepts (e.g., what type of technology, what aspect of
motivation, what kind of grammar learning, which cultural factors).
& Ensure feasibility (Is the question researchable within your scope of
resources, time, and methods available?)
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2.2 Types of Research by Purpose: Fundamental,
Applied, and Experimental

Purpose shapes questions, methods, and warranted claims. In applied
linguistics and language education, three purposes are commonly
distinguished: fundamental research, which advances theory and concepts;
applied research, which addresses practical problems in educational
settings; and experimental research, which tests causal relations under
controlled or quasi-controlled conditions. These purposes are analytically
distinct but interdependent; comprehensive programmes of inquiry often
braid them across stages, from theory building to classroom innovation and
impact evaluation. This subchapter defines each purpose, sketches typical
contexts and evidence standards, and notes points of intersection. Short
exemplars illustrate how aims drive design choices. A summary table then
compares goals, settings, and representative studies, followed by a compact
mapping that aligns purposes with common tendencies in data form,
analytic method, and data collection environment. The section prepares
ground for hypotheses and operational objectives.

Fundamental research
Fundamental research is primarily concerned with extending the theoretical
and conceptual foundations of a discipline. As Ary, Jacobs, and Sorensen
put it, “Its essential aim is to expand the frontiers of knowledge without
regard to practical application” (2010, p. 34). The immediate objective,
therefore, is not application but the generation of new knowledge and the
refinement of existing theories (Creswell, 2014; Cohen, Manion, & Morrison,
2017). In language education, such work might investigate the cognitive
processes underlying second language acquisition (SLA), the nature of
interlanguage development, or universal properties of grammar learning. For
example, Stephen Krashen’s Monitor Model (1982) and Noam Chomsky’s
theory of Universal Grammar (1965) are products of basic research that have
profoundly influenced both linguistic theory and pedagogical practice.

Although fundamental research is often perceived as abstract or
detached from classroom realities, it provides the essential building blocks
upon which applied innovations are based. For example, understanding how
phonological awareness develops in early learners can inform strategies for
reading instruction in multilingual contexts. Typically, such research
employs longitudinal, observational, or experimental methods in controlled
settings and is often published in theoretical journals or monographs
(Nunan, 1992; Ellis, 2015).

Applied research
Applied research, in contrast, is explicitly oriented toward addressing
practical issues and challenges in educational settings. It seeks to bridge
the gap between theory and practice by translating theoretical insights into
tangible improvements in teaching, curriculum, or policy (Brown, 2015;
Wallace, 1998). In the domain of language education, applied studies might
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evaluate the effectiveness of new instructional strategies (e.g., task-based
learning, flipped classrooms), assess the impact of professional development
programmes for language teachers, or explore how digital tools support
vocabulary acquisition.

An example of applied research would be a study assessing the
implementation of Content and Language Integrated Learning (CLIL)
programmes in European secondary schools, examining both learner
outcomes and teacher perceptions (Coyle, Hood, & Marsh, 2010).
Methodological approaches in applied research are diverse and often mixed,
combining qualitative and quantitative data to ensure contextual
understanding and measurable impact (McMillan & Schumacher, 2010;
Creswell & Plano Clark, 2018). In the CLIL domain, Popescu outlines core
teacher competencies, argues for a multi-skill orientation to instruction, and
offers practical guidance for lesson planning (2017, pp. 82-92).

Experimental research
Experimental research is a systematic, controlled mode of inquiry designed
to establish cause—effect relations between variables. It entails the deliberate
manipulation of one or more independent variables to observe their effects
on a dependent variable while controlling for extraneous factors. As Ary,
Jacobs, and Sorensen state, “The goal of experimental research is to
determine whether a causal relationship exists between two or more
variables” (2010, p. 266). In language education, such designs are frequently
used to test the effectiveness of pedagogical interventions. For example,
Norris and Ortega (2000) conducted a meta-analysis of experimental studies
on form-focused instruction, finding that explicit grammar teaching has a
significant positive effect on language learning outcomes.

A typical classroom-based experimental study might test whether
providing immediate corrective feedback leads to greater grammatical
accuracy than delayed feedback (Lyster & Saito, 2010). Such studies often
use pre-test/post-test designs with control and experimental groups. While
quantitative data dominate experimental research, increasingly it is being
integrated with qualitative insights in quasi-experimental or mixed-methods
designs to provide a fuller picture of educational phenomena (Dérnyei, 2007;
Burns, 2010).

Interrelation and practical implications
While these three types are analytically distinct, they are best viewed as
interdependent rather than mutually exclusive. Fundamental research
informs applied practice; applied research raises questions that drive
theoretical inquiry; and experimental designs often operate within either
fundamental or applied frameworks. An effective research agenda in
language education typically incorporates all three purposes across different
stages of investigation.

The table below summarises the three primary types of research in
language education according to their overarching purpose. It outlines their
core goals, typical contexts of application, and representative examples from
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the literature, illustrating how fundamental, applied, and experimental
research differ in focus and methodology.

Table 8. Types of Research by Purpose

Research type Primary goal Typical context Example
Fundamental Zg:;;ig:jént and Cognitive SLA, Investigating stages of
research concentual language interlanguage development
un derI; tanding acquisition theory (Ellis, 2015)
Practical problem- Classroom Evaluating a task-based
Applied solving in ractice. teacher speaking programme for
research educational ?rainin ’ EFL learners (Skehan,
contexts g 1998)
L Intervention Comparing the effects of
Experimental fasl‘ias‘t;lllshmg studies, feedback types on grammar
research relationships instructional learning (Lyster & Saito,
p trials 2010)

In practice, research typologies rarely exist in isolation. Studies guided
by different purposes—fundamental, experimental, or applied—often
intersect with broader methodological choices, including the form of data
collected (qualitative or quantitative), the approach to analysis
(interpretative or statistical), and the nature of the setting (naturalistic or
controlled /experimental). While these dimensions are explored in greater
depth in later chapters, a brief conceptual mapping here can clarify how
purposes align with methodological tendencies in applied linguistics and
education. As Cohen, Manion, and Morrison emphasise, “the criteria for
deciding which forms of data analysis to undertake are governed both by
fitness for purpose and legitimacy—the form of data analysis must be
appropriate for the kinds of data gathered” (2017, p. 87).

To consolidate the discussion presented in this chapter, the following
table provides a conceptual mapping of how various research typologies—by
purpose, data form, analysis method, and data collection—intersect within
the field of linguistic and educational research. This integrative framework

helps researchers align their methodological decisions with the
philosophical and practical aims of their studies.
Table 9. Mapping the Intersections of Research Typologies
Dimension Fundamental Experimental Applied
Data form Often qualitative Primarily Frequently mixed
and/or quantitative quantitative (may (quantitative and
(depends on theory include qualitative qualitative)
and question) components)
Analysis Often interpretative Predominantly Statistical or
method and/or statistical statistical interpretative,
depending on aims
Data Typically Controlled or quasi- Naturalistic and/or
collection naturalistic; lab controlled experimental in real
possible (classroom or lab) settings
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The table above synthesises the key intersections among research
purpose, data form, method of analysis, and data collection approach in
linguistic and educational research. It illustrates how different research
orientations—fundamental, experimental, and applied—are typically aligned
with specific methodological choices. Fundamental research, which is often
theory-driven, tends to employ qualitative data, interpretative analysis, and
naturalistic observation to explore conceptual or descriptive questions. In
contrast, experimental research relies primarily on quantitative data,
statistical analysis, and controlled data collection environments, reflecting
its focus on testing hypotheses and establishing causal relationships.
Applied research, situated between these poles, frequently incorporates both
quantitative and qualitative data, and can adopt either statistical or
interpretative methods depending on its objectives. It may employ both
experimental and naturalistic data collection strategies, particularly in real-
world classroom contexts. This integrated framework helps clarify how
methodological decisions are shaped by research aims and underlying
paradigms, encouraging coherence across all stages of inquiry.

3

» Reflection questions

Q1. In what ways do fundamental and applied research complement each
other in the field of language education?

Q2. Why is experimental research sometimes difficult to conduct in natural
classroom settings?

Q3. How might an applied research study benefit from incorporating
elements of experimental design?

Q4. What risks arise when an experimental design is used to answer a
primarily applied question (or vice versa)? How could those risks be
mitigated?

Q5. Choose one topic (e.g., feedback, vocabulary, CLIL). Sketch a pipeline
showing how a fundamental study might inform an applied intervention and
then an experimental test of efficacy.

Exercises

Exercise 1: Classification task

Find a research article in a peer-reviewed applied linguistics or education
journal (e.g., TESOL Quarterly, Applied Linguistics, or Language Teaching
Research). Categorise it as fundamental, applied, or experimental. Justify
your classification based on its objectives, methods, and outcomes.
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Exercise 2: Design task

Draft a simple experimental study to test the impact of one variable (e.g.,
peer feedback) on a language learning outcome (e.g., writing accuracy).
Identify your independent and dependent variables and propose a method
of data collection.

Exercise 3: Application design task

Choose a specific issue in language teaching (e.g., students' low speaking
confidence or inconsistent grammar retention). Formulate an applied
research question to address this issue, then propose a research plan
including participants, context, method, and expected outcome.

Exercise 4: Purpose-shift redesign

Take one research topic (e.g., corrective feedback, task repetition,
translanguaging).

& Write three one-sentence study aims—one fundamental, one applied, one
experimental. For each, specify: (a) typical setting, (b) core data/evidence,
and (c) expected output (e.g., theoretical claim, practice recommendation,
causal estimate). Then note one ethical or feasibility consideration unique
to each version.
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2.3 Developing Hypotheses and Setting Research
Objectives

Hypotheses translate theory into falsifiable predictions, making explicit
the claims a study will test (e.g., Creswell & Creswell, 2018; Field, 2018).
This subchapter defines null and alternative hypotheses and contrasts
directional (one-tailed) with non-directional (two-tailed) forms. It
distinguishes descriptive, relational, and causal hypotheses and links each
to appropriate designs and analyses (experimental, correlational, or mixed).
It then shows how to derive research objectives that operationalise questions
and hypotheses into SMART tasks—Specific, Measurable, Achievable,
Relevant, and Time-bound—by specifying constructs, variables, measures,
time frames, and decision criteria. A stepwise mapping aligns question —
hypothesis — variables — instruments — analyses, with concise domain
examples (e.g., feedback, pronunciation, motivation). A comparative table
clarifies differences between hypotheses and objectives, and a short
checklist supports coherence across quantitative, qualitative, and mixed-
methods studies.

Structure of hypotheses
A hypothesis is a theoretically informed prediction about the relationship
between variables (Burns, 2010). It is tested through empirical data
collection and analysis. Hypotheses usually come in pairs: the null
hypothesis (H,), suggesting no significant relationship, and the alternative
hypothesis (H;), predicting a meaningful effect (Field, 2018). When theory
predicts a direction, use a directional (one-tailed) alternative; when it does
not, use a non-directional (two-tailed) alternative. The choice affects your
analysis plan and error rates. This dichotomy is central to hypothesis testing
in quantitative research, where empirical data is evaluated against a clear,
falsifiable benchmark (Creswell & Creswell, 2018).

For example, consider a study investigating the effects of using interactive
multimedia tools on student motivation in second language (L2) learning
environments. Drawing on Mayer’s (2009) Cognitive Theory of Multimedia
Learning and Doérnyei’s (2009) L2 Motivational Self System, the following
hypotheses might be proposed:

Null Hypothesis (H,):

There is no significant difference in motivation levels between L2 learners who
use interactive multimedia tools and those who receive traditional classroom
instruction.

Alternative Hypothesis (H,):
L2 learners who use interactive multimedia tools will report significantly higher
motivation levels than those receiving traditional classroom instruction.

Here, the independent variable is the instructional method (interactive
multimedia vs. traditional instruction), and the dependent variable is
motivation, measured through tools like the Language Learning
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Orientations Scale (LLOS; Noels, Pelletier, Clément, & Vallerand, 2000). If
statistical analysis (e.g., independent samples t-test or ANCOVA) reveals a
significant difference between groups, the null hypothesis would be rejected
in favour of the alternative, supporting the theoretical proposition that
multimedia tools enhance learner motivation.

Hypotheses can also cover domains beyond motivation. For example, in
a study on the effects of recasts (corrective feedback) on grammatical
accuracy (based on the Interaction Hypothesis, Long, 1996), the hypotheses
might be:

Null hypothesis (Hy):
There is no significant difference in grammatical accuracy between learners
who receive recasts and those who do not receive corrective feedback.

Alternative hypothesis (H,):

Learners who receive recasts will demonstrate greater improvements in
grammatical accuracy over time compared to learners who do not receive
corrective feedback.

These examples demonstrate that hypotheses must be both grounded in
theory and testable through empirical research, providing clear expectations
and measurable outcomes.

Classification of hypotheses
Following Cohen, Manion, and Morrison, it is useful to distinguish two broad
kinds of hypothesis. “A causal hypothesis suggests that input X will affect
outcome Y, as in, for example, an experimental design. An associative
hypothesis describes how variables may relate to each other, not necessarily
in a causal manner (e.g., in correlational analysis).” (2007, p. 520). Building
on this distinction, hypotheses can be classified according to their specific
purpose in research:

Descriptive hypotheses: Predict the presence or characteristics of a
phenomenon, e.g., (illustrative) “At least 60% of adult learners engage in
autonomous practice outside formal instruction” (See Nunan’s overview of
research purposes and designs in applied linguistics, 1992, pp. 1-51).

Relational hypotheses: Suggest correlations between variables, e.g.,
(illustrative) “Vocabulary knowledge is correlated with reading
comprehension scores” (cf. Qian, 2002, who reports that both vocabulary
size and vocabulary depth predict academic reading performance in ESL).

Causal hypotheses: Propose direct effects between variables, e.g.,
(illustrative) “Learners engaged in task-based instruction will show greater
gains in oral proficiency than those taught through non-task-based
lessons.” (in line with Ellis, 2003, who states that “there is growing
experimental evidence that the attention to form that arises from the
negotiation of meaning in task-based activity promotes acquisition” [p.
210]).

Understanding these distinctions helps determine the research design
and analytical methods. Descriptive hypotheses often use surveys or
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observations, relational hypotheses employ correlational methods, and
causal hypotheses typically require experimental designs (Bryman, 2016).

Effective hypotheses are clear, specific, and testable. As Cohen, Manion,
and Morrison note, “[flor statistical purposes, a directional hypothesis
requires a one-tailed test whereas a non-directional hypothesis uses a two-
tailed test” (2017, p. 83). Vague hypotheses are difficult to operationalise,
hindering measurement and analysis, so they should be grounded in
theoretical frameworks to ensure meaningful interpretation (Dérnyei, 2007).
For example, instead of the vague hypothesis “Students with a good attitude
learn better,” a clearer alternative would be: “Learners with higher intrinsic
motivation scores will retain more vocabulary after a 10-week lesson series
than learners with extrinsic motivation.” This revised hypothesis references
a theoretical framework (Self-Determination Theory; Deci & Ryan, 1985),
explicitly defines the variables, and clarifies the timeframe and measurable
outcome, thereby supporting robustness and interpretability. Maxwell
(2013) wunderscores that concise, well-defined statements improve
communication and analytic rigour, thereby better serving both researchers
and stakeholders.

Concise and unambiguous hypotheses improve communication and
empirical testing, enhancing study rigour (Maxwell, 2013). For example,
instead of stating “Input influences second language development,” a more
precise hypothesis could be: “Learners exposed to modified comprehensible
input through recasts will show greater improvement in grammatical
accuracy than those receiving no feedback.”

This revised statement clearly identifies the variables, specifies the
intervention, and indicates a measurable outcome, thereby supporting a
robust research design grounded in the Input Hypothesis (Krashen, 1985)
and research on corrective feedback (Long, 1996; Lyster & Ranta, 1997).

Setting research objectives
Alongside hypotheses, research objectives clarify the specific goals and
milestones that the study aims to achieve. They decompose broad research
questions into manageable, measurable components that guide the selection
of research methods, data collection instruments, and analytical strategies
(O’Leary, 2017). Well-formulated objectives serve as checkpoints throughout
the research process, enabling researchers to monitor progress and
maintain focus.

Effective research objectives adhere to the SMART criteria—they should
be Specific, Measurable, Achievable, Relevant, and Time-bound (Doran,
1981). An example objective accompanying the above hypothesis may read:

To evaluate the impact of teacher recasts as a form of modified comprehensible
input on learners' grammatical accuracy over a six-week instructional period by
comparing pre- and post-intervention performance between learners who
receive recasts and those who receive no corrective feedback.

This objective is specific (focuses on teacher recasts and grammatical
accuracy), measurable (via pre- and post-intervention comparison),
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achievable (within a six-week timeframe), relevant (directly addresses the
hypothesis), and time-bound (explicit six-week period).

By articulating specific objectives, researchers ensure that each stage of
the study—from participant recruitment to data analysis—is aligned with
the overarching aims of the research. Objectives may include tasks such as
conducting pre-tests, administering instructional interventions, collecting
qualitative feedback, and performing statistical comparisons.

Integration of research questions, hypotheses, and objectives

The synergy between research questions, hypotheses, and objectives is
crucial for a coherent study design. Research questions define the broad
inquiry, hypotheses predict specific outcomes, and objectives outline the
steps to test these predictions. For example, consider a research question
such as:

How does peer feedback affect writing skills among ESL learners?
A corresponding Hypothesis (H;) might state:

ESL learners who receive structured peer feedback will demonstrate
statistically significant improvement in their writing proficiency compared to
those who do not.

Corresponding research objectives could be:
1. To assess baseline writing proficiency of ESL learners using a
standardised writing test.
2. To implement a peer feedback programme over an eight-week period.
3. To measure post-intervention writing proficiency and compare it to
baseline results.
This integration ensures that the research process is logical, systematic, and
focused on addressing the core inquiry with rigour (Hyland & Hyland, 2006).

Identifying and operationalising variables
Accurate formulation of hypotheses and objectives depends on identifying
and operationalising variables (Creswell & Creswell, 2018). Variables can be:

e Independent variables (IVs): Factors manipulated or categorised,
e.g., instructional methods or feedback type.

e Dependent variables (DVs): Outcomes measured to assess IVs, e.g.,
test scores or motivation levels.

e Control variables: Extraneous factors controlled to reduce
confounding, e.g., age or prior proficiency (Creswell & Creswell,
2018).

Operationalisation involves defining how variables will be measured. For
example, “learner motivation” might be operationalised through validated
questionnaires like the MSLQ (Pintrich & De Groot, 1990), and “writing
proficiency” could be assessed through rubric scores (Weigle, 2002).

Clear operational definitions are essential for ensuring validity and

reliability, allowing for replication and further research.
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The table below highlights the fundamental distinctions between
hypotheses and research objectives, which are critical components of a well-
structured research project:

Table 10. Distinctions Between Hypotheses and Research Objectives

Aspect Hypotheses Research objectives
Purpose Predict relationships or outcomes Define specific goals or aims
Nature Testable statements Concrete, measurable tasks
Focus Variables and their relationships Research process and milestones

After six weeks, the multimedia Compare pre/post LLOS scores for
Example group will score higher on LLOS multimedia vs control over six
than the control group. weeks.
Relation to Guided by hypotheses and

Derived from research questions

research research questions

Developing hypotheses and research objectives requires ensuring their
alignment and coherence throughout the study (Creswell, 2014; Punch,
2014). Hypotheses, especially in quantitative research, must be testable,
while objectives provide concrete steps for data collection and analysis
(O’Leary, 2017).

It is important to note that causal hypotheses can be more challenging to
apply in qualitative research settings, where phenomena are often complex,
context-dependent, and resistant to simplistic cause-effect testing (Dérnyei,
2007). Nevertheless, even qualitative inquiries benefit from well-defined
objectives and tentative propositions that direct inquiry and enhance
analytical rigour (Maxwell, 2013). Clear objectives help maintain focus and
provide benchmarks for evaluating progress, regardless of the
methodological approach (Bryman, 2016).

W2

» Reflection questions

Q1. How does a well-formulated hypothesis enhance the research design?
Q2. In what ways do research objectives contribute to the clarity and focus
of a study?

Q3. What challenges might arise when developing causal hypotheses in
qualitative research?

Q4. How can SMART criteria improve the formulation of research objectives?
Q5. When is a non-directional hypothesis preferable to a directional one in
your area, and how would that choice change your analysis plan?
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Exercises

Exercise 1: Formulating hypotheses
Given a research question from your field, write both a null and an
alternative hypothesis.

Exercise 2: Identifying variables

Identify and define the independent, dependent, and control variables
related to your research question.

Exercise 3: Creating SMART objectives
Create three SMART research objectives that align with your hypotheses.

Exercise 4: Critical analysis of published research

Critically analyse a published research article’s hypotheses and
objectives for clarity and testability.
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2.4 Building a Robust Literature Review: Sourcing,
Synthesising, Identifying Gaps, and Structuring Research

A rigorous literature review is an argument, not an inventory. This
subchapter sets out a practical route from scoping and searching to critical
appraisal, synthesis, and gap identification in applied linguistics and
language education. It distinguishes major source types and field-relevant
databases; outlines effective search strategies (keywords, Boolean operators,
filters); and specifies screening criteria (credibility, relevance, recency). It
then shows how to synthesise by theme, method, and chronology, how to
surface convergences and contradictions, and how to locate substantive
empirical, theoretical, methodological, and demographic gaps that justify a
new study. Finally, it sketches ways to organise the review so it culminates
in a clear rationale for the project, with brief notes on citation ethics, bias
reduction, and tools for managing large literatures. The goal is a coherent,
persuasive case for the study’s contribution and design.

Understanding types of scholarly sources
Academic sources vary in credibility and scope, and it’s crucial to
distinguish between them. Peer-reviewed journal articles are highly valued
for their scholarly rigour, up-to-date findings, and methodological
soundness (Creswell, 2014; Cohen et al., 2017). Books and edited volumes,
while less current, offer in-depth theoretical frameworks and historical
context (Boote & Beile, 2005). Doctoral theses and master’s dissertations
often delve into emerging topics in great detail and can provide insights not
yet published elsewhere, while conference proceedings offer early-stage
research, though they lack peer review (Flick, 2018). A balanced literature
review incorporates a range of these sources depending on the review’s
stage, with books aiding early conceptual grounding and journal articles
providing empirical evidence later on.

The next table contrasts common source types and their typical uses.

Table 11. Source Types and Typical Uses

Source type Strengths / risks Typical uses

Peer-reviewed journal Current; methods explicit; Empirical evidence;
article may be narrow in scope methodological models

Theoretical depth; slower to Conceptual framing;

Book / edited volume update historical trajectories

Rich detail; limited external Emerging topics;

Thesis / dissertation . .
review instrument exemplars

Conference proceeding Timely; variable peer review Early signals; method/idea

scouting
Policy / technical Practitioner relevance; Context, implementation
report (grey literature) uneven rigour detail; practice gaps

Selection should follow the review’s purpose and stage, balancing recency
with conceptual depth.
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Choosing the right databases
Using discipline-specific databases ensures a more focused and relevant
search. Linguistics and Language Behavior Abstracts (LLBA) is essential for
applied linguistics and second language acquisition (ProQuest, 2023). ERIC
is critical for educational research, covering language instruction,
curriculum design, and teacher education (Institute of Education Sciences,
2024). These databases allow for efficient retrieval of relevant results due to
their structured indexing systems.

Other key platforms for applied linguistics and education include
ProQuest Dissertations & Theses Global, which offers graduate-level
research, and Project MUSE and JSTOR, which host peer-reviewed journals
and books in humanities and social sciences (JSTOR, 2024; Project MUSE,
2024). Publishers such as Cambridge Journals Online, SpringerLink, and
SAGE Journals provide access to high-impact journals like Applied
Linguistics and TESOL Quarterly, which are crucial for current research
(SAGE Publications, 2023; Springer, 2024). EBSCOhost and broader
multidisciplinary databases like Scopus, ProQuest Central, and Web of
Science are invaluable for tracking citation patterns and identifying
landmark studies (Elsevier, 2023; Clarivate Analytics, 2024).

The following table summarises typical coverage to support search
planning.

Table 12. Databases and Coverage (Indicative)
Database / platform Coverage focus Typical use in this field

Linguistics, applied

LLBA linguistics, SLA

Targeted topical searches

Education research and Pedagogy, curriculum,

ERIC policy teacher learning

Scopus / Web of Science Multidisciplinary indexes, Forward/backward citation

citation links tracing
ProQuest Dissertations & Graduate Emerging topics; methods
Theses theses/dissertations detail
JSTOR / Project MUSE quam‘aes, social Historical/theoretical
sciences backfiles context

Publisher portals (e.g.,
Cambridge, SAGE, Journal/ebook bundles
Springer)

Access to flagship
journals/series

By strategically using a mix of discipline-specific, publisher-based, and
multidisciplinary databases, researchers ensure both depth and breadth in
their literature reviews.

Developing effective search strategies
Once databases are chosen, an effective search strategy must be developed.
This starts with selecting relevant keywords that reflect key concepts. For
example, in a study on feedback and second language pronunciation, terms
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like “corrective feedback,” “L2 pronunciation,” and “second language
acquisition” would be central.

Using Boolean operators (AND, OR, NOT) refines searches—e.g.,
“feedback AND pronunciation” narrows results, while “feedback OR
correction” broadens them. Truncation symbols (e.g., “educat*”) capture
multiple word forms, enhancing search efficiency (Punch, 2014). Advanced
filters in databases like Scopus and ERIC allow for refining results by
publication date, document type, or subject area, ensuring that the
literature retrieved is both relevant and current.

Evaluating quality and relevance
Even with precise search strategies, critical evaluation of sources is
essential. Credibility is the first criterion: peer-reviewed journal articles in
reputable journals are preferred, but the journal's reputation, author
credentials, and methodological clarity should all be considered (Bryman,
2016).

Relevance is equally crucial. Studies must align with the research
question in terms of aim, sample, setting, and theoretical framework. The
recency of studies is particularly important in rapidly evolving fields like
applied linguistics and educational technology, where methodologies and
theories develop quickly. Finally, while citation frequency may indicate
scholarly impact, new studies may offer valuable insights even without
extensive citations due to their recent publication.

Citation ethics and bias
Cite primary sources you have actually read and represent claims
accurately—avoid “citation by proxy” and selective quotation. Mitigate bias
by sampling beyond highly cited Anglophone outlets (e.g., include regional
journals, non-English publications, and under-represented authors) and by
balancing confirmatory with contradictory evidence.

Synthesising studies and identifying research gaps
A solid literature review hinges on two key processes: synthesising existing
research and identifying meaningful gaps. Synthesis integrates findings into
a coherent framework, while identifying gaps highlights areas for further
investigation. Together, these steps position your research within the
scholarly conversation and justify its relevance.

Synthesising existing literature
Synthesis isn’t just about summarising studies; it’s about weaving them into
a narrative that shows connections, contradictions, and evolution in the
field. Instead of listing studies in isolation, synthesis compares findings,
highlights relationships, and traces conceptual or methodological shifts
(Hart, 1998; Ridley, 2012). For example, one group of studies might focus
on the effectiveness of task-based language teaching for improving oral
fluency (Ellis, 2003; Skehan, 1998), while another critiques its use in low-
resource or diverse settings. Recognising such variations adds depth to our
understanding of the subject.
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To start, identify common themes across studies. For instance, in the
research on corrective feedback in L2 writing, themes like recasts, written
feedback, and peer feedback emerge consistently. Grouping studies based
on feedback type creates structure, though themes might also overlap across
methodologies, learner contexts, or theoretical frameworks. For example:

e Feedback type (oral recasts, written comments, peer reviews)
e Linguistic target (pronunciation, grammar, pragmatic competence)
e Learner profiles (EFL vs. ESL, adult vs. adolescent)
e Theoretical lens (Interaction Hypothesis, Sociocultural Theory, Self-
Determination Theory)
Within each thematic section, present convergent findings, then bridge to
divergent evidence or methodological contrasts.

Synthesising across quantitative, qualitative, and mixed-method studies
enriches understanding by capturing both patterns and process.
Quantitative investigations offer statistical trends; qualitative work reveals
depth, meaning, and learner perspectives (Cohen et al.,, 2017). Mixed-
method designs (e.g., Creswell & Plano Clark, 2018) effectively bridge both.
Include methodological evaluation: What explanatory or representative
power do each methodology offer? What biases or blind spots are evident
(e.g., small sample sizes, limited contexts, overuse of self-report)?

Theoretical development also plays a crucial role. Early SLA research
(Krashen, 1985; Long, 1996) laid the groundwork for later studies, while
newer models, like Dérnyei’s L2 Motivational Self System (Doérnyei, 2009),
show the field’s evolving complexity. Mapping this evolution helps
contextualise your own research, positioning it within both foundational and
emerging theories.

Visual aids like synthesis matrices and concept maps help to organise
and connect ideas. A synthesis matrix, for example, can catalogue studies
by author, methodology, key findings, and limitations, making it easier to
spot patterns or gaps in the literature.

Synthesis should show areas of consensus (e.g., peer feedback improving
writing accuracy) as well as unresolved debates (e.g., whether corrective
feedback leads to long-term retention). These areas of disagreement provide
an opening for further investigation.

Identifying research gaps
Gaps in the literature are not simply empty spaces. They reflect areas where
questions remain insufficiently addressed, theoretical accounts are
incomplete, methods are underused, or populations are neglected.
Identifying these gaps is crucial for situating a new study and making a
compelling case for relevance. We may identify several types of gaps, which
I will address in the following.

Empirical gaps: These occur when certain learner groups, contexts, or
language combinations are underexplored. For example, corrective feedback
research often focuses on adult ESL learners in Western settings, leaving
African or Asian classrooms and bilingual populations largely unexplored.

Theoretical gaps: These arise when existing theories fail to account for
new developments. For instance, the rise of mobile-assisted language
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learning may challenge older frameworks, such as the Input Hypothesis or
Self-Determination Theory.

Methodological gaps: These occur when certain research designs
dominate a field, such as cross-sectional surveys. Alternatives like
longitudinal qualitative studies, multimodal ethnography, or conversation
analysis could provide deeper insights. Using multimodal video analysis in
classroom settings could offer new perspectives on interactions beyond
traditional written feedback.

Demographic or geographic gaps: These gaps highlight under-studied
learner populations, such as older adults or multilingual indigenous
communities, or specific regions where research is scarce.

Application gaps: These arise when interventions validated in controlled
environments haven’t been tested in real-world classrooms or diverse
educational systems. For example, a feedback strategy proven in EFL
contexts might not apply to bilingual immersion programmes.

Not all gaps are equally important. Some may be minor, like whether
feedback was delivered via audio or video. Others, however, may challenge
key disciplinary assumptions and open up new areas of inquiry. Prioritise
substantial gaps that address shifting educational contexts, emerging
technologies, or foundational theories.

A crucial step is problematisation—critically questioning assumptions
behind dominant models. For example, if research on motivation relies solely
on self-report measures, it might be worth exploring whether these
accurately reflect actual behaviour and developing alternative methods (e.g.,
observational data or learning analytics) (Hyland, 2009).

Synthesising and identifying gaps in practice
To synthesise literature effectively and identify research gaps, start by
creating a synthesis matrix to organise studies by themes, methodologies,
and findings. This makes it easier to see how different studies converge or
diverge in their treatment of the topic.

Next, analyse patterns and contradictions. Areas of agreement point to
established knowledge, while inconsistencies suggest where further
research is needed. Tracing historical shifts in theoretical and
methodological trends helps uncover emerging perspectives.

Once you've identified patterns, focus on key gaps—empirical
(understudied populations), theoretical (outdated models), methodological
(overreliance on certain designs), and demographic (lack of representation).
Prioritise gaps that will make the most significant contribution to the field.

Finally, justify the gap you've chosen by referencing the synthesis of
existing literature to show how your study responds to a specific absence in
current research. This ensures that your study is both relevant and
grounded in the broader academic conversation.

The workflow below summarises the above strategy:

1. Compile a synthesis matrix

l
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2. Interpret patterns and contradictions

3. Map historical progress

4. Identify limitations and gaps

S. Evaluate gap priority

6. Articulate gap justification

Figure 2. Iterative Workflow for Identifying and Justifying Research Gaps

Example in practice
Imagine several studies (Ellis, 2003; Lyster & Ranta, 1997; Bitchener &
Ferris, 2012) show that corrective feedback improves grammar accuracy,
but most focus on adult learners in Western contexts. Few studies explore
adolescent learners in bilingual online settings, or measure long-term
retention beyond immediate test results. This points to an empirical gap in
researching adolescent bilingual learners and a methodological gap in the
lack of longitudinal mixed-method studies. Theoretical gaps may also exist,
as current feedback models may not fully apply to digital L2 environments.

Writing and organising the literature review
Once the research terrain is mapped and relevant scholarship reviewed,
writing the literature review becomes crucial. This phase transforms
gathered knowledge into a structured argument, linking what is known to
what remains uncertain. The review should not merely summarise existing
work but critically interpret it, establishing a conceptual foundation for the
research that follows.

A well-constructed review serves multiple purposes: positioning the study
within ongoing debates, identifying gaps in theory and methodology, and
crafting an “Argument of Discovery” that naturally leads to the formulation
of research questions (Machi & McEvoy, 2016). This section outlines how to
create an effective literature review, focusing on structure, coherence, and
critical positioning.

Structuring the literature review
A rigorous literature review typically follows a tripartite structure:
introduction, main body, and conclusion. Each component contributes to
guiding the reader through a coherent intellectual landscape that
culminates in a defined research gap.

Introduction: The introduction situates the topic within the wider
disciplinary context (e.g., applied linguistics, education, or cognitive
psychology) and outlines the review's purpose. Objectives may include
synthesising theoretical debates, evaluating empirical trends, or identifying
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methodological inconsistencies. Ridley (2023) emphasises that an effective
introduction also defines the scope and limits of the review—what will and
will not be addressed. Additionally, briefly describing the organisation of the
review provides navigational clarity. For example: “This chapter proceeds
thematically, covering corrective feedback, learner engagement, and
formative assessment before concluding with methodological critiques.”

Main body: The core of the review can be organised according to one or
more frameworks:

Thematic organisation: Grouping literature by recurring concepts (e.g.,
“peer feedback,” “automated writing evaluation”) enables comparison and
supports synthesis of differing theoretical positions (Boote & Beile, 2005).

Chronological organisation: tracing the development of research over
time can contextualise shifts in theoretical or methodological emphasis, as
seen in the evolution from Krashen’s Input Hypothesis (1985) to Doérnyei’s
L2 Motivational Self System (2009).

Methodological organisation: Grouping studies by research design
(qualitative, quantitative, or mixed-methods) allows critique of how data
collection and analysis shape conclusions. As Cohen et al. (2017) note,
methodology influences findings and interpretation.

Each subsection should begin with a topic sentence signalling the focus,
and transitional markers (e.g., “By contrast,” “In addition”) ensure cohesion
between sections, helping the review flow as a continuous argument.

Synthesis, not summary, is key: identify patterns, contradictions, and
limitations while connecting sources. Cooper (1998) asserts that synthesis
involves “constructing a whole from the parts,” with the author’s
interpretation serving as the organising principle. For instance:

While both Truscott (1996) and Ferris (1999) engage with the efficacy of
written corrective feedback, their positions diverge significantly in terms of
pedagogical implications—highlighting an unresolved tension within
applied linguistics.

Such analysis demonstrates the author's engagement with the scholarly
conversation.

Conclusion: The conclusion distils insights, identifies unresolved debates,
and highlights gaps needing further exploration. These may include
theoretical (e.g., under-theorised constructs), methodological (e.g., limited
use of longitudinal studies), population (e.g., underrepresented learner
profiles), or contextual (e.g., research predominantly in Anglophone settings)
gaps. This final synthesis should also lay the groundwork for the “advocacy
argument”—justifying the new research based on the insufficiencies of
existing knowledge (Machi & McEvoy, 2016). In this way, the literature
review becomes an epistemological bridge between prior scholarship and the
forthcoming inquiry.

Coherence, criticality, and authorial voice
The review must proceed logically, from general to specific, descriptive to
analytical, and from established findings to contested issues. Each
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paragraph should be coherent and linked to the ones preceding and
following it. Bailey (2018) stresses that, even in objective writing, clarity and
flow are essential; academic writing should never be obscure.

Outlining before writing, as suggested by Ridley (2023) and Machi &
McEvoy (2016), ensures that thematic and conceptual threads are clearly
mapped. This also highlights areas that may be overrepresented or under-
explored.

It’s not enough to report prior studies without critical commentary. The
review must interrogate assumptions, sampling methods, scope, and
analysis of previous research. This evaluative engagement should not
dismiss earlier work but should provide constructive critique.

The following forms of critique are particularly valuable:

e Theoretical critique: Does the study rely on outdated or narrow

conceptual frameworks?

e Methodological critique: Are data collection methods transparent
and appropriate?

e Epistemological critique: Are assumptions about knowledge or
learning made explicit?

e Contextual critique: Is the research situated within a specific
sociolinguistic or educational context, and if so, are the implications
of such situatedness discussed?

Such critiques allow the author's voice to emerge, not as opposition to
existing research, but as part of the ongoing scholarly dialogue.

Given the vast literature available, balancing comprehensiveness with
depth is crucial. Ridley (2023) advises focusing on sources that are either
foundational or have catalysed significant shifts in research. Too broad a
scope risks superficiality, while too narrow a scope may seem parochial.

A strong review engages both seminal works and recent, high-impact
studies, mapping the evolution of ideas while acknowledging current
debates.

The role of research software in review synthesis

Digital tools are increasingly useful for managing the complexity of literature
review synthesis. Software such as ATLAS.ti supports organising, coding,
and analysing large bodies of texts. Kalpokas and Hecker (2023) provide a
step-by-step guide to thematic analysis in ATLAS.ti. The software’s
visualisation features—e.g., network views and argument mapping—are well
documented (Friese, 2012) and can complement conceptual frameworks for
literature reviews, including the argument of discovery and argument of
advocacy (Machi & McEvoy, 2016). While interpretation remains the
researcher’s responsibility, these tools help systematise themes and
contradictions, facilitating the transition from reading to writing.

Avoiding common pitfalls
Several issues can undermine a literature review’s effectiveness. One
common problem is over-summarisation, where sources are listed without
synthesis or critical interpretation. This leads to a descriptive catalogue
rather than an analytical review. Structural incoherence, such as jumping
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between unrelated themes or time periods without adequate transitions, can
disrupt the review’s flow and confuse the reader.

Another pitfall is a lack of critical engagement. A literature review that
simply reproduces previous studies without questioning their assumptions
or methodologies lacks the author’s analytical voice. Such reviews fail to
assert the need for new research and weaken its rationale. Inconsistent
referencing—whether through incorrect citations, inconsistent application
of style, or incomplete details—can also compromise the review’s credibility
and academic rigour.

To avoid these issues, strategic planning is essential. A clear
organisational scheme ensures coherence, and iterative drafting allows for
deeper synthesis and analysis. Feedback from supervisors or peers can
further improve the review’s clarity and tone. Ultimately, revising with
attention to content, form, conceptual clarity, and criticality distinguishes
strong academic writing from the merely competent.

L\ ’ ‘
. Reflection questions

Q1. How do the different databases and search strategies discussed in this
chapter shape the scope of your literature review? Consider how the choice
of databases impacts the relevance and depth of the sources you will gather.
How do you ensure that your search captures both breadth and depth?

Q2. What criteria will you prioritise when evaluating the credibility and
relevance of sources in your literature review? How do you balance the use
of foundational texts with newer research that might not have as many
citations but could be valuable for understanding emerging trends?

Q3. In your own research, how do you plan to synthesise existing literature
rather than merely summarising individual studies? What strategies might
you employ to ensure you’re showing connections between studies,
highlighting contradictions, and presenting a cohesive narrative?

Q4. Reflect on a potential research topic in your field. What empirical,
theoretical, methodological, or demographic gaps do you think exist in the
literature? How might you go about identifying these gaps and justifying
their significance for your own research?

Q5. How do you plan to maintain coherence and a strong authorial voice
while writing your literature review? What are some challenges you
anticipate in balancing critical analysis with the need to present a
comprehensive overview of existing studies?
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Exercises

Exercise 1: Source evaluation practice
Find one article from a peer-reviewed journal, one conference proceeding,
and one book chapter on a topic in applied linguistics or language education.
For each source:
Summarise the main research focus (in 2-3 sentences).
Evaluate the credibility (author qualifications, publication outlet).
Comment on relevance and recency.
Reflect on how this source could (or could not) contribute to a literature
review.
4 Write a brief comparative analysis (approx. 300 words) discussing which of
the three sources you would prioritise and why.

Exercise 2: Synthesis matrix construction

Select five empirical studies on your chosen topic. Populate a table with
columns for author/year; research aims; methodology; key findings;
limitations. Then write a 400-word synthesis paragraph integrating themes,
methodological critiques, and theoretical trajectories.

Exercise 3: Gap mapping and research design

From your synthesis, identify at least three types of gaps. Choose one
and formulate a research question that addresses it. Then outline how your
proposed study—method, participants, theoretical framing—responds to
that gap.

Exercise 4: Organisation and transitions
Read the following excerpt:
Teacher feedback is crucial in language learning. Some studies focus on oral
feedback, others on written feedback. Assessment literacy influences how
teachers deliver feedback. Finally, learner agency affects how feedback is
used. These areas are all important but are discussed separately in the
literature.
What organisational problems can you detect in this excerpt?
Suggest a better way to order these ideas and improve the flow between
sentences.
& Write a transition sentence that links “assessment literacy” and “learner
agency” to the broader topic of teacher feedback.
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2.5 From Research Questions to Design: A Framework for
Coherent Study Planning

Design should follow the question if findings are to be credible,
meaningful, and applicable (Creswell & Creswell, 2018; Maxwell, 2013). This
subchapter proposes a compact framework that maps common question
types—causal, descriptive, comparative, exploratory/explanatory—onto
four design families: experimental, survey, qualitative, and mixed methods.
For each, it indicates implications for variables, instruments, sampling,
analysis, and evidential warrants. Short examples from applied linguistics,
education, and sociolinguistics illustrate alignment and typical pitfalls (e.g.,
causal claims from cross-sectional surveys; underpowered experiments). It
also shows how hypotheses and objectives translate questions into testable
plans, and how misalignment threatens validity, interpretability, and
transferability. A summary table links question type, design, and exemplars.
Practical detail appears elsewhere: methods (Chapter 4), mixed methods
(Chapter 5), analysis (Chapter 6); with ethics (Chapter 3), sampling (2.6),
and validity/reliability /trustworthiness (2.7) cross-referenced.

Context-specific examples of research question alignment

1. Applied linguistics: Grammar instruction and acquisition
In applied linguistics, a key area of investigation is the effectiveness of
instructional strategies. Consider the question of explicit grammar
instruction. A researcher might begin with the following research question:

Research question:
Does explicit grammar instruction improve learners’ mastery of English past tense
forms?

This question is focused and feasible, targeting a specific linguistic feature.
From here, a testable hypothesis is formulated:

Hypothesis (H;):

Learners who receive explicit instruction on English past tense forms will show
significantly higher post-test accuracy than those who receive no explicit
instruction.

Null Hypothesis (H,):
There will be no significant difference in post-test accuracy between learners who
receive explicit grammar instruction and those who do not.

The corresponding objectives might include:

e Assessing learners’ baseline accuracy in using past tense verbs.

e Implementing a six-week explicit grammar instruction module.

e Comparing post-test results across instructional groups using

statistical analysis (e.g., ANCOVA).

Here, the independent variable is the type of instruction (explicit vs. no
instruction), and the dependent variable is past tense accuracy,
operationalised through a structured writing or grammar test. Control
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variables may include prior proficiency, native language, or exposure to
English outside the classroom.

2. Education: Collaborative learning and student engagement

In educational research, an area of interest is often pedagogical
interventions and their effects on student engagement. For instance, a
researcher may explore the following:

Research question:
How does collaborative learning influence engagement levels among secondary
school students?

This question could be examined with a quantitative hypothesis:

Hypothesis (H;):

Students who engage in structured collaborative learning activities will report
significantly higher engagement scores than those taught through lecture-based
instruction.

Null Hypothesis (Hy):
There will be no significant difference in engagement scores between the two
instructional groups.

SMART-aligned research objectives for this study could include:
e Measuring baseline student engagement using a validated scale (e.g.,
Student Engagement Instrument).
e Implementing a collaborative learning curriculum over a four-week
period.
e Reassessing engagement levels and statistically analysing pre- and
post-intervention differences.
This example demonstrates how theoretical constructs (collaborative
learning and engagement) are aligned with practical implementation
(curriculum design and survey instruments), forming clear pathways for
data collection and analysis.
3. Sociolinguistics: Identity in multilingual classrooms
Sociolinguistic research often employs qualitative methods to explore
language use in context. For example:

Research question:
How do bilingual speakers negotiate identity in multilingual classrooms?

Qualitative research generally avoids formal hypotheses, instead focusing
on exploratory objectives to guide the investigation. For instance:
e To gather narrative accounts from bilingual students about their
classroom language experiences.
e To identify themes related to identity positioning, language choice,
and cultural affiliation.
e To analyse how language practices reflect broader sociocultural
identities.
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Data collection methods in this case may include ethnographic interviews,
classroom observations, and discourse analysis. Although there is no formal
null/alternative hypothesis pair, the research is still guided by established
theoretical frameworks, such as identity theory (Norton, 2000) or language
socialisation (Duff, 2010).

The following table contrasts how questions, hypotheses/foci, and
objectives align across fields.

Table 13. Questions, Hypotheses/Foci, and Objectives Across Domains

Hypothesis /

Field Research question Research objectives
focus
. Does exp11c1‘t le EXpl.ICIt Pre-test; implement

Applied instruction improve instruction . .

. . . instruction; post-test

linguistics L2 past tense improves .

5 comparison.
accuracys accuracy.
How does. H;: Collaboration Measure baseline; apply
. collaborative . . .

Education ) L leads to higher intervention; assess
carning influence engagement engagement post-stud,
engagement? gag ’ gag p ¥
How 0.10 bl‘l msua ls' Exploratory Collect narratives; identify

1 . .. negotiate identity in N . . .

Sociolinguistics multilineual (qualitative identity themes; conduct

se ttings’% inquiry) discourse analysis.

This table illustrates how research questions, hypotheses, and objectives
are applied across applied linguistics, education, and sociolinguistics,
underscoring how different fields tailor methods to fit their research aims.
In applied linguistics, experimental designs are often used to test specific
hypotheses, such as the impact of explicit grammar instruction. Education
research, by contrast, may employ quasi-experimental or mixed-methods
designs to assess pedagogical strategies, such as collaborative learning. In
sociolinguistics, qualitative methods are favoured to explore how bilinguals
navigate their identities, often through narrative and discourse analysis.
While the framework linking questions, hypotheses, and objectives remains
consistent, its application differs according to the methodological orientation
of each discipline.

Aligning research questions with design choices
As emphasised earlier, an appropriate alignment between the research
question and the chosen design is essential to ensure that the findings are
both credible and contextually relevant (Maxwell, 2013). Misalignment
between the question and design can lead to methodological confusion, weak
conclusions, or results that fail to address the research problem adequately.
This section explores how common types of research questions align with
four principal research designs in applied linguistics and education:
experimental, survey, qualitative, and mixed methods. By examining the
philosophical assumptions, methodological characteristics, and practical
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considerations of each design, this section aims to offer both theoretical and
practical guidance for informed decision-making in research design.

Understanding research question types

As outlined in Section 2.1, research questions can be categorised into four
main types: causal, descriptive, comparative, and explanatory (Creswell &
Creswell, 2018; Cohen, Manion, & Morrison, 2017). The nature of the
question has a direct impact on design choices, as each type requires
different data and analytic strategies to be answered rigorously. Qualitative
projects often pose exploratory questions; these typically overlap with
descriptive or explanatory aims.

e Causal questions examine cause-effect relationships and typically
require experimental designs.

o Descriptive questions aim to characterise phenomena and are often
best suited for survey-based approaches.

o Exploratory questions seek to understand experiences or
perceptions and lend themselves well to qualitative methods.

e Explanatory questions explore the mechanisms or reasons behind
observed effects, often requiring more complex research designs,
such as mixed methods.

These categorisations, as discussed in Chapter 2.1, inform the selection of
a suitable research design based on the specific nature of the question.

Experimental design: The gold standard for causal inference
Experimental design is widely regarded as the most rigorous method for
investigating causal relationships (Shadish, Cook, & Campbell, 2002). It is
based on post-positivist assumptions, which assert that reality is objective
and measurable. This approach involves the deliberate manipulation of an
independent variable (IV) and the systematic observation of its effects on a
dependent variable (DV), typically through random assignment of
participants to experimental and control groups. Randomisation minimises
selection bias, controls for confounding variables, and strengthens internal
validity, allowing researchers to attribute observed effects confidently to the
manipulation rather than extraneous factors (Creswell & Creswell, 2018).

In language education, experimental designs are often used to assess the
impact of specific interventions, such as whether gamified vocabulary
instruction leads to greater retention compared to traditional methods. In
applied linguistics, controlled experiments might investigate the effects of
priming on syntactic choices, such as whether exposure to passive
sentences influences participants’ production of passive structures in a
controlled task.

However, experimental designs also have limitations. They require
substantial resources and can be constrained by ethical considerations,
particularly in educational settings where manipulating variables may not
always be feasible. Additionally, the artificiality of experimental settings can
compromise ecological validity, as the controlled environment may not
accurately reflect real-world conditions (Doérnyei, 2007). Finally, while
experiments excel in testing cause-and-effect relationships, they are less

91



suitable for exploring subjective experiences or complex social phenomena
that require interpretive depth.

Survey research: Describing patterns and associations
Survey designs are effective for descriptive and correlational questions that
seek to capture patterns in attitudes, behaviours, or characteristics across
large populations (Doérnyei, 2007). Rooted in a post-positivist paradigm,
surveys use structured questionnaires to collect quantifiable data that can
be analysed statistically, prioritising objectivity and generalisability.

Surveys can be cross-sectional, collecting data at one point, or
longitudinal, tracking changes over time. They are particularly useful for
identifying associations between variables across diverse groups but cannot
establish causal relationships (Cohen et al., 2017). For instance, a language
education survey might examine teachers’ attitudes toward Al-based
English-speaking tools, while an applied linguistics survey could explore
language attitudes toward regional accents.

However, surveys are limited in their ability to capture the underlying
reasons for respondents’ choices or explore nuanced individual experiences,
making them less suitable for questions requiring interpretive depth or
explanatory insight (Maxwell, 2013).

Qualitative research: Exploring meanings and experiences
Qualitative research, rooted in constructivist and interpretivist paradigms,
is ideal for exploratory and explanatory questions that seek to understand
how individuals interpret their social worlds (Merriam & Tisdell, 2016). It
emphasises depth over breadth, using flexible, open-ended data collection
methods like interviews, focus groups, and ethnographic observation to
gather rich, contextual insights.

Unlike quantitative research, which aims for generalisability, qualitative
studies focus on transferability through detailed descriptions and
contextualisation (Creswell & Poth, 2017). Researchers analyse data
iteratively, using coding and thematic interpretation to uncover patterns and
provide nuanced understandings, often centring participants’ voices.

In language education, qualitative research could examine how bilingual
teachers perceive their role in supporting migrant students’ identity
development. In applied linguistics, it may explore how speakers of a
minority language experience language shift and maintenance within their
communities.

While offering rich insights, qualitative research demands careful
reflexivity and rigour to ensure trustworthiness. It is not suited for
hypothesis testing or statistical generalisation and can be resource-
intensive (Merriam & Tisdell, 2016).

Mixed methods research: Integrating breadth and depth
Mixed-methods research blends qualitative and quantitative approaches to
address complex questions that neither approach can fully resolve on its
own (Biesta, 2010). Operating within a pragmatic paradigm, it prioritises the
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research question and employs multiple data types and analytic strategies
to enhance validity.

Mixed methods can be implemented sequentially or concurrently, with
data integration occurring during interpretation. The goal is to triangulate
findings, corroborate evidence, and generate richer insights that balance
generalisability with depth. For instance, a language education study might
assess a mobile learning app's effectiveness through both quantitative
vocabulary tests and qualitative interviews. In applied linguistics, a study
could combine corpus analysis of code-switching frequency with
ethnographic interviews to explore its social meanings.

While powerful, mixed methods research requires significant expertise and
resources, and poor integration can compromise validity (Creswell &
Creswell, 2018).

In conclusion, aligning research questions with appropriate research
designs 1is critical for producing valid and meaningful research.
Understanding the philosophical underpinnings, methodological demands,
and practical implications of each design allows researchers to make
informed choices that enhance the rigour and relevance of their work. The
next table summarises common alignments between question types and
designs with field-specific exemplars.

Table 14. Matching Research Designs to Research Question Types

Question Language education

Design type type example

Applied linguistics example

Does explicit grammar Does exposure to a dialect
Experimental Causal instruction improve shift phonological production
EFL writing accuracy? in L1 speakers?

e What are teachers’ What are public attitudes
Descriptive / . . .
Survey Correlational attitudes toward Al toward regional accents in
tools in the classroom? broadcast media?
How do bilingual How do speakers of
e Exploratory / teachers support endangered languages
Qualitative . . . . . .
Interpretive = migrant identity narrate intergenerational
development? loss?
. Multi- How effective 1S a What is the frequency and
Mixed language learning app, . N
faceted/ function of code-switching in
Methods and how do students ) .
Explanatory online discourse?

experience it?

These mappings are heuristics, not prescriptions; alignment should
follow constructs, context, and constraints.

Therefore, aligning research questions with the appropriate design is
crucial for ensuring the validity and relevance of a study. As demonstrated
in the table, each type of research question requires a specific
methodological approach to produce meaningful results. By understanding
the strengths and limitations of different designs, researchers can make
informed decisions that enhance the rigour of their work and contribute
valuable insights to the field.
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| g
» Reflection questions

Q1. Why is misalignment between a research question and a research design
problematic?

What consequences might arise in terms of data collection, interpretation,
or credibility?

Q2. Consider the practical application of experimental designs in your field.
What are some potential ethical considerations or resource limitations that
could arise, and how might these influence your design decisions?

Q3. In your own research context, are there political, ethical, or logistical
factors that might affect your ability to choose the most theoretically
appropriate design?

Q4. How do the specific characteristics of your research field (e.g.,
education, applied linguistics, sociolinguistics) influence your choice of
design?

Choose one field (either from the chapter or your own field) and discuss how
research questions in that field are typically aligned with specific research
designs.

Q5. How do measurement choices and the unit of analysis (e.g., learner,
class, school) constrain feasible designs and analytic techniques (e.g.,
clustering, multilevel models), and how should claims be bounded
accordingly?

Exercises

Exercise 1: Match the question to the design

Read the following research questions and identify which design type
(experimental, survey, qualitative, or mixed methods) is most appropriate.
Justify your choices.

Design

Research question
type

Why?

Does peer feedback improve students’ argumentative writing
performance in L2 English?

What are high school teachers’ perceptions of grammar
instruction in ESL classes?

How do immigrant parents support heritage language
maintenance at home?

What are the frequency and communicative functions of
hedging in academic writing?
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Design

>
type Why?

Research question

How effective is the use of Al tools in language learning, and
how do students feel about them?

Exercise 2: Design alignment

Select a research question from your area of study (or from the examples
provided in the chapter). Identify which category it fits into (causal,
descriptive, exploratory, or explanatory). Then, propose a suitable research
design and explain how this design aligns with the research question.
Example:

Research question: “Does using gamification in the classroom improve
students’ engagement in learning English vocabulary?”

Category: Causal

Design: Experimental (Randomised control trial with intervention and
control groups)

Justification: This question aims to assess the cause-effect relationship
between gamification and student engagement, making an experimental
design the most appropriate.

Exercise 3: Mixed methods planning
Given a multifaceted research question (e.g., “How do gamified tools
impact vocabulary acquisition and how do students experience using them?”),
sketch a simple mixed-methods research design, including:

The quantitative and qualitative components.

The sequence of data collection (concurrent or sequential).

How the findings will be integrated.

Exercise 4: Concept map

Create a concept map that visually links:
The four research question types (causal, descriptive, exploratory,
explanatory);
Their ideal design types;
Example research tools/methods used (e.g., surveys, interviews,
experiments);
Underlying philosophical paradigms.
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2.6 Choosing Sampling Strategies

Sampling is a foundational design choice that shapes the credibility,
rigour, and applicability of findings. It entails selecting a subset of
participants or data units in line with aims, design, and resources (Creswell
& Creswell, 2018; Etikan, Musa, & Alkassim, 2016). Because sampling
determines whose voices are included, it is also an epistemological decision
with consequences for generalisability and transferability (Teddlie & Yu,
2007). This subchapter distinguishes probability approaches—simple
random, stratified, systematic, cluster—typically used to support inference
in quantitative work, from non-probability approaches—convenience,
purposive, snowball, quota—used for depth and contextual insight in
qualitative and mixed-methods designs (Marshall, 1996; Palinkas et al.,
2015). It then considers implications for external and internal validity and
for qualitative trustworthiness, and addresses practical and ethical issues
(frames, inclusion criteria, sample size, recruitment) that sustain
methodological integrity across research traditions. Clear reporting of
sampling frames and rationale supports readers’ judgements about
generalisability or transferability.

The importance of sampling for research validity
Sampling has direct implications for multiple types of validity and the overall
trustworthiness of research.

1. External validity refers to the extent to which findings from the sample
can be generalised to the broader population. This is particularly relevant in
survey research or experimental designs where representativeness is key
(Shadish, Cook, & Campbell, 2002).

2. Internal validity concerns the degree to which causal claims are
warranted. In experimental studies, poorly designed sampling can confound
results, reducing the reliability of inferences (Creswell & Creswell, 2018).

3. Credibility and transferability, two core criteria in qualitative research,
depend on transparent and purposeful selection of participants (Lincoln &
Guba, 1985). Sampling strategies in qualitative inquiry are less about
statistical inference and more about the quality and relevance of insights.

A mismatch between the sampling strategy and the research objectives
undermines both the analytical integrity and ethical robustness of a study.

Probability sampling: A path to generalisability
Probability sampling ensures that every member of a population has a
known (non-zero) chance of selection. It is often used in quantitative
research, particularly when researchers aim to generalise results.

a. Simple random sampling
Simple random sampling involves selecting participants entirely by chance
from a population list, ensuring each member has an equal probability of
inclusion.

Simple random sampling offers notable advantages in research,
particularly in its ability to minimise selection bias and provide a strong

96



foundation for statistical generalisation (Fowler, 1993). By ensuring that
every member of the population has an equal chance of being selected, this
method supports the production of results that are more likely to reflect the
characteristics of the broader population. However, its effectiveness hinges
on the availability of a complete and accessible sampling frame—something
that is often lacking in educational contexts. Without a comprehensive list
of the population, implementing true random sampling becomes
challenging, which can limit its practical application despite its theoretical
strengths.

Example:

A researcher investigating listening comprehension across first-year
university students randomly selects 150 students from enrolment lists,
ensuring broad coverage across faculties.

b. Stratified random sampling
In stratified random sampling, the population is divided into meaningful
subgroups (e.g., language proficiency levels, academic departments), and
random samples are drawn from each stratum.

Stratified random sampling is employed with the primary purpose of
ensuring adequate representation of specific subpopulations within a larger
population. This technique is particularly useful when researchers
anticipate that key variables—such as gender, proficiency level, or academic
background—may influence the outcomes of the study. To implement this
method, the population is first divided into meaningful strata based on
relevant characteristics, and then samples are drawn from each subgroup.
These samples can be proportional to the subgroup's size in the population
or equal in number, depending on the aims and analytical needs of the study
(Vogt, 2007). This approach enhances the precision and relevance of
comparative analyses across distinct groups.

Example:

To examine variations in academic writing skills, an applied linguistics
researcher samples 30 students each from beginner, intermediate, and
advanced EAP classes.

c. Systematic sampling
This involves selecting every nth participant from an ordered list after a
random starting point is chosen.

Systematic sampling is often favoured for its practicality, especially in
large-scale studies where it may be more manageable than simple random
sampling (Creswell, 2009). One of its key strengths lies in its ease of
implementation: after selecting a random starting point, researchers simply
choose every nth individual from an ordered list, reducing the logistical
demands of randomisation. However, this efficiency comes with potential
drawbacks. If the list from which participants are drawn follows a specific
pattern—such as being ordered alphabetically by region or by class level—
systematic sampling can inadvertently introduce bias. Such hidden
structures may result in over- or under-representation of certain groups,
thereby compromising the representativeness of the sample.
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Example:

A study on mobile learning use in a university selects every 5th student from
an attendance list to participate in a technology usage survey.

d. Cluster sampling
When a population is too large or dispersed to sample individuals directly,
researchers may sample entire clusters (e.g., classes, schools) and then
sample within these clusters.

Cluster sampling is particularly advantageous when dealing with
geographically dispersed or logistically inaccessible populations, making it
a practical solution in large-scale field studies or educational research
across multiple institutions. By selecting entire pre-existing groups—such
as classrooms, schools, or communities—researchers can reduce the time
and resources required to access participants individually. However, this
convenience comes at a cost. Because individuals within clusters tend to
share similarities, the variability between sampled units is often lower,
which increases sampling error and may reduce the precision of estimates.
As noted by Cohen et al. (2017), this reduced heterogeneity can weaken the
generalisability of findings, especially if clusters are not sufficiently diverse
or representative of the broader population. Because individuals within
clusters are correlated (intra-cluster correlation, ICC), the effective sample
size is reduced; report/anticipate the design effect and increase n or use
cluster-robust/multilevel analyses accordingly. Where clustering is used,
report or anticipate the design effect (* 1 + (m — 1) x ICC) and adjust sample
sizes or analyses (e.g., multilevel models) because intra-cluster similarity
inflates standard errors.

Example:

A national study on English proficiency in Thailand selects ten public high
schools randomly from each province and surveys one EFL classroom in
each school.

Non-probability sampling: Depth, context, and pragmatism
Non-probability sampling does not rely on random selection. While it lacks
statistical representativeness, it enables researchers to explore phenomena
in depth and context, making it essential for qualitative and mixed-methods
research.

a. Convenience sampling
Participants are chosen based on availability and ease of access.

Convenience sampling offers clear practical advantages—it is fast, cost-
effective, and straightforward to implement, making it an attractive option
for pilot studies, classroom-based research, or early exploratory inquiries.
Researchers often select participants who are readily available, such as
students in their own courses or individuals within immediate reach.
However, these advantages are offset by significant methodological
drawbacks. As Fink (1995) emphasises, convenience samples are highly
vulnerable to selection bias, as they may not accurately reflect the broader
population. Consequently, findings derived from such samples have limited
generalisability and should be interpreted with caution, particularly when
making claims beyond the immediate study context.
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Example:

A graduate student conducting a pilot study on peer feedback in writing
collects data from her current students due to limited time and institutional
access.

b. Purposive sampling
Also known as judgmental sampling, this approach involves selecting
participants who are especially knowledgeable, experienced, or positioned to
provide relevant information (Merriam & Tisdell, 2016). Purposive sampling
encompasses several distinct strategies that enable researchers to tailor
participant selection to the specific goals of the study.

Criterion sampling involves selecting participants who meet a clearly
defined standard, such as having a minimum number of years of teaching
experience or fluency in multiple languages. This ensures that all
participants can meaningfully contribute to the research focus.

Maximum variation sampling, on the other hand, aims to capture a wide
range of perspectives by deliberately selecting participants who differ across
key dimensions (e.g., age, gender, professional background, teaching
context). This approach enhances the richness and transferability of the
findings.

Finally, critical case sampling focuses on selecting cases that are
particularly illustrative, influential, or potentially revelatory—cases that are
expected to provide the most insight into the phenomenon under
investigation. Each of these purposive strategies supports depth and
relevance over representativeness, making them especially valuable in
qualitative and exploratory research contexts. Maximum-variation and
critical-case strategies aim for analytical richness and transferability
through thick description rather than statistical generalisability (Lincoln &
Guba, 1985).

Example:

A study on translanguaging practices in Thai-English bilingual classrooms
purposively selects teachers with five or more years of bilingual teaching
experience.

c. Snowball sampling
Used when populations are hidden, sensitive, or hard to access. Existing
participants refer the researcher to others within the network.

Snowball sampling carries the risk of reinforcing homogeneity within the
sample because participants are likely to refer others from their own social
networks. Despite this limitation, it is a valuable method for effectively
reaching minority or marginalised groups that are often difficult to access
through traditional sampling techniques (Biernacki & Waldorf, 1981).

Example:

A sociolinguist researching language preservation among Burmese heritage
speakers in Thailand uses snowball sampling starting from community
leaders.

d. Quota sampling
Researchers set target numbers for key subgroups (e.g., proficiency level,
gender) and recruit until each quota is filled. Quota sampling improves
subgroup coverage when random selection is infeasible and can reduce the
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risk of over-representing easily accessible profiles; however, without

probability selection it still limits population inference (Fink, 1995).
Example:

To ensure balanced perspectives on L2 writing feedback, a study fills equal

quotas for novice/intermediate/ advanced EAP students across faculties.

Practical, ethical, and theoretical considerations
While methodological literature often promotes probability sampling as the
“gold standard,” many applied linguistics studies—especially those involving
classroom research or sensitive populations—must adopt pragmatic and
ethically sound alternatives (Maxwell, 2013).

Common issues in sampling include nonresponse bias, where individuals
who choose not to participate differ systematically from those who do,
potentially skewing the results (Fink, 1995). Self-selection bias is especially
problematic in online surveys or studies relying on voluntary participation,
as participants with strong opinions may be more likely to respond.
Additionally, gatekeeping by institutions can restrict access to certain
populations, limiting the pool of potential participants, particularly in
educational settings such as schools or universities. Teacher-researchers
must also be mindful of power dynamics when sampling their own students
to prevent any sense of coercion or perceived obligation to participate.

Ethical sampling involves respecting autonomy, obtaining informed
consent, and ensuring participants do not feel coerced—especially when
they may perceive researchers as authority figures (BERA, 2018, see
Sections 3.1-3.2).

Reporting sampling (guidance)

In the methods section, explicitly report the target population and sampling
frame; inclusion and exclusion criteria; recruitment routes and any
gatekeepers involved; the numbers approached, consented, and analysed
(with reasons for non-response or attrition); and your rationale for sample
adequacy—statistical power for quantitative studies or saturation/variation
logic for qualitative work. This transparency strengthens
validity/trustworthiness and allows readers to judge generalisability or
transferability.

Aligning sampling strategies with research designs
A coherent research design requires alignment between research questions,
methodological paradigms, and sampling choices. Table 15 provides an
overview.

Table 15. Aligning Sampling Methods with Research Aims and Approaches

Sampling Best suited for Strengths Limitations
method
Simple random Large-scale surveys, High Requires complete
sampling experiments generalisability population list
Stratified Comparative Ensures Complex design and
sampling subgroup studies representation analysis
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Sampling

Best suited for

Strengths

Limitations

method

Systerpatlc Survey research Efficient, .less . Risk of periodic bias
sampling resource-intensive

C o Feasible with . .
Cluster Multi-site field dispersed May increase sampling
sampling studies perse error

populations
Convenience  Pilot studies, Quick and High risk of bias, low
sampling classroom research inexpensive external validity
Purpo§1ve Casg stgd1§s, . Depth, contextual Limited generalisability
sampling qualitative inquiry richness
Snowball . . Access to hard-to- Network bias, lacks
. Hidden populations . . .

sampling reach participants diversity

Sampling is not a mere procedural step but a central, theoretically
informed choice in research design. Its implications reach far beyond data
collection, shaping the scope, trustworthiness, and ethical grounding of a
study. Researchers must weigh methodological rigour against practical
constraints and ethical responsibilities, especially in applied fields like
language education where researcher-participant relationships are often
complex. Transparent, well-justified sampling decisions enhance not only
the validity but also the ethical integrity and scholarly contribution of
research.

" ’ ‘
S Reflection questions

Q1. How does the choice between probability and non-probability sampling
affect the claims you can make in your research?

Q2. What sampling method would best capture the diversity of student
attitudes toward online learning in your institution? Why?

Q3. In what contexts might purposive sampling offer richer data than
random sampling?

Q4. How can teacher-researchers navigate power dynamics when selecting
students for classroom-based research?

Q5. How should sample-size logic differ across designs (e.g., power analysis
for experiments/surveys; saturation/maximum variation for qualitative;
design-effect adjustments for clustered data)?

Exercises

Exercise 1: Design a study
Imagine you are researching the effectiveness of a mobile language
learning app among adult ESL learners. Which sampling method would you
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use and why? Justify your decision based on feasibility, ethical concerns,
and research aims.

Exercise 2: Evaluate sampling in a published article

Find a peer-reviewed article in applied linguistics that uses one of the
sampling methods described. Critically evaluate whether the chosen method
aligns with the research design and discuss any biases or limitations.

Exercise 3: Compare sampling approaches

Given the research question “What are the challenges multilingual
teachers face in implementing inclusive language practices?”, outline how
the study would differ under random, purposive, and convenience sampling
in terms of recruitment, data richness, and generalisability.

Exercise 4: Plan a stratified sample

Propose strata (e.g., proficiency, programme, gender) for a campus-wide
survey; compute proportional allocations for a target n and note analytic
benefits /risks.
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2.7 Ensuring Validity, Reliability, and Trustworthiness

Measurement quality underpins credible inference in applied linguistics and
language education research. This section clarifies how validity, reliability,
and—within qualitative work—trustworthiness contribute to findings that
are interpretable and defensible. It first revisits variables and
operationalisation as the basis for internal validity in experimental and
survey designs. It then outlines core forms of reliability—test-retest, inter-
rater, and internal consistency—and indicates how each is reported and
improved. Next, it distinguishes major forms of validity (content, construct,
criterion, internal, external), noting typical procedures and trade-offs. For
qualitative inquiry, it reframes rigour via credibility, transferability,
dependability, and confirmability, with practical strategies such as
triangulation, thick description, audit trails, and reflexivity. Brief guidance
on reporting measurement decisions and a quick reference to common
validity threats support transparent, reproducible practice across
paradigms, while recognising that evidence for validity and trustworthiness
accumulates across studies rather than resting on a single test.

Identifying and operationalising variables
In quantitative research, clearly defining and measuring variables is
essential for ensuring validity and reliability. Variables are the building
blocks of experimental and correlational designs, and correctly identifying
them lays the groundwork for meaningful data collection and interpretation.
Each type of variable—independent, dependent, control, and confounding—
serves a specific role in structuring the study and shaping its conclusions.

Independent variables are manipulated or categorised to observe their
effect—such as comparing task-based and grammar-translation teaching
methods. Dependent variables are the measured outcomes, like reading
comprehension scores or student engagement, which are expected to change
in response to the independent variable. Control variables, such as age or
prior proficiency, are held constant to isolate effects, while confounding
variables—uncontrolled factors—can distort results and weaken internal
validity if not properly accounted for (Mackey & Gass, 2015).

To make variables measurable, researchers must operationalise abstract
constructs by defining them through observable indicators. This is
especially important for psychological or educational concepts like
motivation, anxiety, or communicative competence. For example, “language
anxiety” can be measured using the Foreign Language Classroom Anxiety
Scale (Horwitz, Horwitz, & Cope, 1986), which quantifies self-reported
anxiety through Likert-scale items.

Without clear operational definitions, variables become vague or
inconsistent, undermining both reliability (measurement consistency) and
validity (accuracy of what is measured) (Dornyei, 2007). Poorly defined
measures lead to questionable conclusions. Operational definitions should
be based on theory and prior research to align with established concepts.
For example, “student engagement” can be operationalised through
behavioural, emotional, and cognitive indicators, following
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multidimensional models in educational psychology (Fredricks, Blumenfeld,
& Paris, 2004). In short, identifying and operationalising variables is
essential for rigorous quantitative research, balancing theory and method to
produce valid, replicable results.

Reliability: Consistency in measurement
In quantitative research, reliability means the consistency or stability of a
measurement across time, items, and raters. It ensures data reflect true
scores, not random errors. A reliable instrument yields replicable results
under consistent conditions, supporting trustworthy research conclusions.
There are several types of reliability, each capturing a different aspect of
measurement consistency:
1. Test-retest reliability
This measures stability over time by administering the same test twice to
the same group under similar conditions. High correlation between scores
shows the measure isn’t affected by situational changes (Creswell &
Creswell, 2018).
2. Inter-rater reliability
Inter-rater reliability is especially important when human judgement is
involved, such as in writing assessments or classroom observations. It
indicates the degree to which different raters assign similar scores, with
discrepancies potentially undermining the fairness and consistency of
evaluation. To improve inter-rater reliability, researchers often use detailed
rubrics, provide rater training, and calculate agreement statistics like
Cohen’s kappa or intraclass correlations (Mackey & Gass, 2015). In
reporting, authors typically state the agreement coefficient and its model
specification (e.g., x; two-way random ICC|[2,k]) and summarise any rater
calibration procedures.
3. Internal consistency
Internal consistency evaluates how well the items within a test measure the
same underlying construct. It is particularly relevant for multi-item scales,
such as questionnaires assessing attitudes or self-perceptions. Cronbach’s
alpha is a widely used statistic to quantify internal consistency, with values
above .70 generally considered acceptable (Doérnyei, 2007). Low internal
consistency may indicate that some items do not align well with the intended
construct or are poorly designed.
Each type of reliability addresses a different dimension of consistency:
o Test-retest reliability evaluates temporal stability,
e Inter-rater reliability evaluates scorer agreement,
o Internal consistency evaluates item coherence.
While reliability is essential, it alone does not guarantee validity. A measure
must be reliable to be valid, but a reliable measure may still fail to capture
the intended construct accurately. For instance, a vocabulary test might
consistently assess spelling accuracy but not effectively measure vocabulary
breadth (Cohen, Manion, & Morrison, 2017).
Therefore, researchers must interpret reliability coefficients in the context
of their research aims, the constructs under study, and the participant
population. Attention to reliability should begin early in instrument design,
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continue through pilot testing, and be maintained during full-scale data
collection to safeguard the integrity of findings. Ultimately, reliability is
foundational to producing credible, replicable quantitative research,
allowing researchers to trust that observed patterns reflect true phenomena
rather than measurement error.

Validity: Measuring what matters
Validity refers to how well a research instrument or procedure measures
what it is intended to measure. In quantitative research, validity supports
the legitimacy of inferences, shaping the credibility and usefulness of
results. Unlike reliability, which concerns consistency, validity focuses on
accuracy, relevance, and meaning (Doérnyei, 2007). A measure can be
reliable without being valid, but it cannot be valid without reliability.

Validity is a multifaceted concept, involving several related forms that
strengthen a study’s interpretive power. These types of validity help
researchers design measurement tools and assess the soundness of their
data interpretations.

1. Content validity
Content validity refers to how well a test represents the entire domain of the
construct it aims to measure. For example, an academic vocabulary test
should include terms from a broad range of disciplines—such as science,
humanities, and social sciences—rather than a narrow subset (Fulcher &
Davidson, 2007).

It is typically established through expert judgement, where specialists
assess whether all key aspects of the construct are adequately and
appropriately covered, helping to avoid construct underrepresentation or
irrelevant content.

2. Construct validity
Construct validity concerns whether an instrument accurately captures the
theoretical construct it intends to measure. Since constructs like “language
anxiety” or “learner autonomy” are abstract, researchers must rely on
observable indicators theoretically linked to them.

It is supported through empirical testing, including convergent validity
(correlation with related constructs) and discriminant validity (lack of
correlation with unrelated ones). For instance, a language anxiety scale that
correlates with oral task avoidance but not with unrelated traits like
optimism provides evidence of construct validity (Messick, 1989). This type
of validity strengthens cumulatively through ongoing theoretical and
empirical support.

3. Criterion-related validity
Criterion-related validity evaluates the extent to which a measure is
associated with a relevant outcome or benchmark (the “criterion”). This form
of validity includes two key subtypes:

e Concurrent validity, which examines correlation with an established
measure taken at the same time—for example, comparing a new
pronunciation test with scores from a recognised oral proficiency
exam.
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e Predictive validity, which evaluates how well a measure forecasts
future performance—such as an EAP placement test predicting later
academic writing success.

Criterion-related validity is particularly important in language testing,
educational admissions, and performance evaluation, where instruments
are expected to support practical decisions.

4. Internal validity
Internal validity refers to the extent to which causal relationships can be
confidently inferred from a study’s design. It is central in experimental and
quasi-experimental research, where changes in the dependent variable must
be attributable to the independent variable.

Strategies such as random assignment, control groups, and blinding help
minimise confounding variables (Shadish, Cook, & Campbell, 2002). For
example, ensuring comparable proficiency levels across groups in a peer
feedback study helps rule out alternative explanations. Internal validity is
compromised when uncontrolled factors distort causal interpretations.
Common threats include history, maturation, testing effects,
instrumentation changes, regression to the mean, selection, attrition, and
treatment diffusion/compensatory rivalry (Shadish, Cook, & Campbell,
2002). Naming relevant threats and your controls (e.g., randomisation,
blinding, covariates) strengthens causal claims.

5. External validity
External validity concerns the generalisability of findings beyond the study
sample. It depends on sampling methods, population representativeness,
and ecological validity—the degree to which study conditions reflect real-life
contexts.

For instance, findings from a lab-based study with homogeneous learners

may not generalise to diverse classroom settings. Trade-offs often arise:
tightly controlled designs enhance internal validity but may reduce external
applicability, and vice versa. Methodological choices should reflect research
aims and target audiences (Cohen, Manion, & Morrison, 2017).
Validity should be viewed not as a binary attribute, but as a continuum
reflecting the strength of evidence supporting an interpretation. A test is not
simply valid or invalid; rather, stronger validity emerges from multiple,
converging sources of support (Messick, 1995). Researchers must justify
their interpretations by grounding them in theoretical frameworks, robust
instrument design, and rigorous analysis.

Ultimately, valid conclusions depend not only on technical accuracy but
also on methodological coherence, transparency, and critical reflection.
When validity is prioritised throughout the research process—from design
to reporting—findings are more likely to be recognised as credible and
meaningful contributions to the field.

Table 16 below summarises parallel criteria for rigour across quantitative
and qualitative traditions, linking typical procedures, evidentiary bases, and
strategies.
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Table 16. Quick Mapping of Rigour Criteria

Reliability— :qs . Trustworthiness—
Validity—evidence .
procedures strategies

Content coverage (expert
review); construct
(convergent/discriminant
evidence; factor analysis where
appropriate); criterion
(concurrent/predictive);
internal validity
(controls/randomisation);
external validity (sampling and
ecological fit).

Credibility (triangulation,
member checking, prolonged
engagement); transferability
(thick description; maximum-
variation sampling);
dependability (audit trail;
code-recode/peer debriefing);
confirmability (reflexive
memoing; external audit).

Test-retest; inter-
rater agreement (x;
ICC with model
specification);
internal
consistency (a);
rater training &
calibration;
instrument piloting.

While reliability and validity structure rigour in quantitative designs,
qualitative inquiry articulates parallel concerns through the framework of
trustworthiness.

Trustworthiness in qualitative research
While validity and reliability are key to quantitative research, qualitative
inquiry relies on the concept of trustworthiness to ensure methodological
rigour and ethical integrity. Due to its interpretive, context-specific nature,
qualitative research requires evaluative criteria that reflect its
epistemological stance—recognising subjectivity, multiple realities, and the
researcher’s role in meaning-making.

Lincoln and Guba (1985) outlined four interrelated -criteria of
trustworthiness: credibility, transferability, dependability, and
confirmability—paralleling internal validity, external validity, reliability, and
objectivity. Ensuring trustworthiness allows qualitative findings to be both
meaningful and methodologically robust.

Credibility: confidence in the truth of the findings
Credibility reflects the extent to which research findings authentically
represent participants’ perspectives and lived experiences. Unlike statistical
accuracy, it emphasises believability and interpretive plausibility.

A common strategy for enhancing credibility is member checking, where
participants review the researcher’s interpretations or preliminary findings.
This process fosters accuracy and shared ownership of the knowledge
produced (Birt et al., 2016). For example, in studies on language teacher
identity, returning summaries or themes for participant feedback helps
validate interpretations.

Prolonged engagement and persistent observation also enhance
credibility by allowing researchers to gain deeper insight into the research
context and distinguish core themes from surface details (Lincoln & Guba,
1985).

Triangulation, through multiple data sources, methods, or theoretical
lenses, further supports credibility by corroborating findings. For instance,
combining interviews, classroom observations, and reflective journals in a
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study of teacher decision-making helps reveal consistencies—or
divergences—across data types (Patton, 2002).

Transferability: Relevance to other contexts
Transferability aligns with the notion of external validity in quantitative
research but favours contextual relevance over universal generalisability. In
qualitative studies, findings are not meant to apply broadly but are
presented with rich, thick description to enable readers to assess relevance
to their own contexts (Geertz, 1973).

Thick description includes details about the setting, participants, social
norms, and institutional dynamics that shaped the data. For instance, a
case study on bilingual education should describe the school context, policy
environment, and student demographics to support meaningful
comparisons.

Ultimately, transferability is reader-dependent: researchers do not claim
generalisability but instead provide enough contextual detail to allow others
to judge applicability to different settings.

Dependability: Consistency and transparency in the research
process
Dependability in qualitative research parallels the concern with consistency
in quantitative reliability but acknowledges the adaptive nature of
qualitative inquiry. Rather than aiming for replication, dependability
requires that the research process be logically coherent, transparent, and
well-documented.

A key strategy is the audit trail—a detailed record of decisions, data,
coding, and analysis—which allows external reviewers to trace how findings
emerged from the data (Lincoln & Guba, 1985). Reflexive journaling further
supports dependability by capturing the researcher’s evolving thoughts and
methodological decisions, highlighting how interpretations developed over
time.

Ultimately, dependability and credibility are closely linked: without
procedural transparency, findings are unlikely to be viewed as trustworthy.

Confirmability: Minimising researcher bias
Confirmability addresses the degree to which research findings are
grounded in the data rather than shaped by researcher bias. While
qualitative research acknowledges the researcher’s active role,
confirmability calls for ethical reflexivity and analytic transparency, rather
than positivist objectivity.

Reflexivity is central: researchers must examine how their positionality—
including background, values, and relationships—influences the study
(Mruck & Breuer, 2003). For instance, a teacher-researcher must consider
how their dual role may affect classroom interactions and data
interpretation. Including reflexive statements on power dynamics and
researcher influence enhances transparency.

Peer debriefing and external audits further support confirmability by
allowing others to challenge assumptions and assess analytic decisions
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(Lincoln & Guba, 1985), helping ensure that interpretations remain
grounded in the data.

Integrating trustworthiness across the research lifecycle
Ensuring trustworthiness is not a post-hoc task but a continuous, integrated
process that spans research design, data collection, analysis, and reporting.
It requires ethical sensitivity, methodological transparency, and a sustained
commitment to interpretive depth.

In applied linguistics and language education, where research often
investigates complex practices, identities, and interactions, trustworthiness
forms the foundation for credible and socially responsible scholarship.

Na
. Reflection questions

Q1. How would you identify and operationalise the independent and
dependent variables in a study on language learning strategies?

Q2. Why is reliability important in quantitative research, and how can it be
assessed using test-retest, inter-rater, or internal consistency methods?
Q3. Explain the difference between reliability and validity, and give an
example of a measure that is reliable but not valid.

Q4. Choose one type of validity (e.g., construct validity). How can
researchers ensure this type of validity in their instruments or study
design?

Q5. What does ‘trustworthiness’ mean in qualitative research, and how do
credibility and transferability contribute to it?

Exercises

Exercise 1: Identifying and operationalising variables
Read the following study scenario and answer the questions below:
Scenario: A researcher wants to study the effect of two different language
teaching methods (Task-Based Learning and Grammar-Translation) on
students’ reading comprehension scores. The researcher controls for
students’ prior proficiency level.
Identify the independent, dependent, and control variables in this study.
Suggest how each variable could be operationalised (i.e., defined and
measured).

Exercise 2: Exploring reliability: inter-rater agreement
Imagine two teachers independently score students’ oral presentations
using a rubric. Their scores for the same students sometimes differ.

Why is inter-rater reliability important in this context?
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Suggest two strategies to improve inter-rater reliability when scoring oral
presentations.

Exercise 3: Planning for trustworthiness in qualitative research

You are designing a qualitative study exploring language teacher identity

through interviews and classroom observations.
List two strategies you would use to ensure credibility in your study.
How would you provide transferability for readers of your research?
Explain what you would do to promote dependability and confirmability.

Exercise 4: Reflexivity journal prompt

Reflect on your role as a researcher:
Describe how your personal background, values, or experiences might
influence the way you collect and interpret data.
How can being aware of your positionality improve the quality and
trustworthiness of your research?

& Write your answers in a short journal entry (150-200 words).

Conclusion to Chapter 2
This chapter traced the path from an initial research idea to a defensible
study plan. It began by clarifying what counts as a researchable question
and by showing how wording commits a project to particular forms of
evidence and analysis. It then differentiated studies by purpose—
fundamental, applied, and experimental—indicating what each can
legitimately claim and the evidentiary standards implied. Building on that,
theory-anchored hypotheses and SMART objectives were presented as
mechanisms for operationalising constructs into variables, measures,
procedures, and explicit decision criteria, thereby linking conceptual aims
to actionable design choices.

The literature review was framed as synthesis rather than inventory, with
emphasis on mapping debates, weighing convergences and contradictions,
and justifying a substantive, field-relevant gap. A practical alignment was
then made from question type to design family (experimental, survey,
qualitative, mixed methods), illustrated with field-specific exemplars and
common pitfalls. Sampling strategies were treated as both methodological
and ethical decisions that shape scope, voice, and inference, with attention
to representativeness, transferability, and feasibility in real settings.

Finally, the chapter consolidated principles of rigour across traditions.
For quantitative work, reliability and validity were linked to instrument
design, study control, and interpretive claims; for qualitative inquiry,
credibility, transferability, dependability, and confirmability were
foregrounded as parallel criteria sustained through triangulation, thick
description, audit trails, and reflexivity. Taken together, these components
form a coherent framework for planning studies that are feasible, ethical,
analytically sound, and consequential for both applied linguistics and
language education. The subsequent chapters translate this framework into
concrete procedures for data collection (Chs. 4-5), analysis and presentation
(Ch. 6), and reporting and dissemination (Ch. 7), while Chapter 3 develops
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the ethical architecture—consent, confidentiality, and governance—that
underwrites the entire enterprise.

Key takeaways

e Define precise, feasible questions; let them determine evidence
needs, analytic options, and study boundaries.

e Match purpose (fundamental/applied /experimental) to contribution
type and standards of proof.

e Derive theory-anchored hypotheses and SMART objectives to
operationalise constructs into testable plans.

¢ Synthesise the literature to map debates and justify a substantive,
field-relevant gap.

e Align question—design—sampling with validity, reliability, and
trustworthiness to support credible findings.
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PART III: ETHICAL CONSIDERATIONS IN
LANGUAGE EDUCATION RESEARCH
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CHAPTER 3. ETHICS, CONSENT, PRIVACY, AND
RESEARCH PROTOCOLS

3.1 Informed consent as ongoing dialogue

3.2 Protecting identities: Confidentiality, anonymity, and privacy
3.3 Power, access, and participatory methods

3.4 Digital ethics and regulatory frameworks

3.5 Responsible publishing and academic integrity

Ethical practice is treated here as constitutive of rigorous inquiry rather
than an administrative hurdle. The chapter positions ethics as continuous
and reflexive, shaping validity, reliability, and trustworthiness from first
contact with an idea to public dissemination. Section 3.1 frames informed
consent as an ongoing dialogue, noting accessibility, comprehensibility,
assent, and the right to withdraw across changing circumstances. Section
3.2 differentiates confidentiality, anonymity, and privacy, with attention to
de-identification, data minimisation, secure storage, and the limits of
anonymity in small or digitally traceable settings. Section 3.3 examines
power and access, including gatekeeping, vulnerability, reciprocity, and
researcher positionality, and considers how participatory approaches may
redistribute voice without overstating emancipation. Section 3.4 surveys
digital ethics and regulatory regimes, linking platform terms, data-
protection law, and institutional review to practicable protocols for online
interaction and secondary data use. Section 3.5 addresses responsible
publishing and academic integrity, including authorship criteria,
transparency in methods and materials, preregistration where appropriate,
data sharing with safeguards, and the avoidance of questionable research
practices. Throughout, the chapter offers decision points and checklists that
align ethical commitments with design choices introduced in Chapter 2 and
reporting practices developed in Chapters 6-7, aiming for studies that are
permissible, respectful, and socially responsible.
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3.1 Informed Consent as Ongoing Dialogue

Informed consent is the central ethical safeguard in applied linguistics
and language education research, protecting autonomy and dignity while
enabling responsible inquiry. Following Creswell and Poth (2018), consent
is treated as a continuing, dialogic process rather than a one-off signature,
especially when studies involve sensitive matters of language use, classroom
experience, or identity (Creswell & Poth, 2018; Neuman, 2014). This section
outlines the foundations—disclosure, comprehension, voluntariness,
capacity, and cultural sensitivity (Cohen, Manion, & Morrison, 2017)—and
shows how consent is maintained across a project’s life cycle. It then
addresses recurring dilemmas: teacher-student power asymmetries,
multilingual consent materials, confidentiality in hybrid/online contexts,
and re-consent when protocols evolve. Practical measures—plain-language
materials, appropriate translation procedures, third-party recruitment
where needed, and clear withdrawal pathways—are emphasised to keep
consent ethically robust and methodologically defensible.

Foundations and key principles of informed consent
The principles of disclosure, comprehension, voluntariness, capacity to
consent, and cultural sensitivity form the foundation of informed consent,
ensuring that participants are fully aware of their involvement and have the
autonomy to make an informed choice.

1. Disclosure of information
A core element of informed consent is the disclosure of information. As
Cohen et al. (2017) emphasise, researchers must provide participants with
clear, comprehensive information about the study’s objectives, procedures,
timeline, potential risks, and anticipated benefits. In linguistic research, this
includes specifying particular data collection methods, such as interviews,
classroom recordings, or sociolinguistic observations, and clarifying how
sensitive data, such as accent, dialect, or cultural identity, will be used.
Participants must also understand how their data will be stored, analysed,
and possibly shared (Hammersley & Traianou, 2012). As Cohen et al. (2017)
note, transparent disclosure is essential for establishing trust and ensuring
that participants understand the full scope of their participation.

2. Comprehension
Informed consent is not solely about providing information, but also
ensuring that participants genuinely understand what they are consenting
to. This entails communicating in accessible, context-appropriate language.
Cohen et al. (2017) highlight the importance of considering cognitive ability,
literacy levels, and linguistic background when designing consent materials.
In multilingual contexts, this might necessitate translations, visual
supports, or oral explanations. When working with children or vulnerable
groups, researchers must adjust language complexity to align with the
participants’ developmental levels (Brislin, 1970), thereby reducing the risk
of miscommunication (Williams, 2003). Where materials are translated, use
back-translation and brief cognitive pretesting with similar participants to
verify meaning and readability (Brislin, 1970).
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3. Voluntariness and right to withdraw
A key ethical principle of informed consent is voluntariness. This is
especially salient in educational research, where researchers may occupy
dual roles as instructors or authority figures; as Flick (2018) notes, students
may feel obliged to participate in studies led by their teachers. It is therefore
essential to communicate clearly that participation is voluntary and that
individuals may withdraw at any point without penalty. As Cohen et al.
state, “The principle of informed consent arises from the subject’s right to
freedom and self-determination [...] Thus informed consent implies informed
refusal” (2017, p. 52). To reduce undue influence in teacher-led studies,
separate recruitment and data handling from teaching/assessment staff
and provide an independent contact for consent and withdrawal (Popescu,
2017, pp. 100-104).

4. Capacity to consent
Researchers must assess participants’ capacity to provide informed consent,
especially when involving minors or individuals with cognitive impairments.
According to Cohen et al. (2017), this often requires dual processes:
obtaining informed consent from legal guardians and assent from the
participants themselves. Ensuring that both parties understand the study’s
purpose and any associated risks protects the participant's autonomy while
aligning with ethical and legal standards.

5. Cultural sensitivity
In linguistically and culturally diverse research settings, particularly when
working with Indigenous communities or multilingual groups, cultural
sensitivity is essential. Cohen et al. (2017) stress that informed consent
must account for local cultural norms and decision-making processes. In
some communities, collective consent from elders or community leaders
may be required in addition to individual consent (Lahman, 2018).
Researchers must be willing to adapt their consent procedures in culturally
respectful ways and remain open to engaging with community expectations
regarding the research process.

The table below translates core principles of informed consent into
minimum content and concrete procedures that can be adapted for
classroom, community, and online contexts.

Table 17. Informed Consent: Principles to Practice

Principle Minimum content Practical procedures

Disclosure Purpose, procedures, Plain-language sheet; who will
risks/benefits, data access/store/share data
handling

Comprehension Understanding of what Translation, back-translation,
participation entails cognitive pretest

Voluntariness Freedom to Third-party recruitment; non-
decline /withdraw without grade incentives
penalty

Capacity Legal/decision capacity Guardian consent + participant
assessed assent where required
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Principle Minimum content Practical procedures

Cultural Respect local Community/elder approval
sensitivity norms/collective decision-  where appropriate
making

Note. Tailor language to age and literacy; document any re-consent if protocols
change mid-study.

The ongoing nature of informed consent
Informed consent should not be viewed as a static agreement but rather as
an evolving and responsive process. As Creswell and Poth (2018) and Cohen
et al. (2017) argue, researchers must treat consent as an ongoing dialogue,
particularly in longitudinal or multi-phase studies, where new procedures,
risks, or ethical concerns may emerge over time. Participants should receive
updated information about any changes to the research and be given the
opportunity to re-evaluate their involvement (Berg, 2009). Re-confirmation
is warranted when:

» procedures change;

* new data types are added (e.g., audio/video recordings, platform logs);

¢ the balance of risks or benefits shifts;

* participants’ status changes (e.g., a minor reaches the age of majority); or

* findings will be used beyond the original dissemination scope.
Maintaining communication with participants helps to ensure that they
continue to feel comfortable and informed. Researchers should periodically
check in with participants to affirm ongoing consent and to offer
opportunities for withdrawal or renegotiation of their involvement if needed
(Berg, 2009). This approach honours the principle of respect for persons and
affirms participants’ agency throughout the research lifecycle.

Ethical dilemmas in ongoing informed consent

1. Power imbalances in educational settings
Power dynamics in educational contexts present a challenge to ensuring
authentic consent. Flick (2018) underscores the risk that students may feel
compelled to participate in research initiated by their instructors. To
address this, researchers should emphasise participants’ right to refuse or
withdraw and, where possible, use third-party facilitators to manage the
consent process and data collection. This helps to mitigate implicit pressure
and reinforces ethical safeguards.

2. Language barriers and multilingual contexts
In multilingual environments, informed consent procedures must account
for potential linguistic mismatches. As Hammersley and Traianou (2012)
point out, ensuring comprehension can be ethically complex when
participants speak different languages or dialects. Translation should
prioritise conceptual and cultural equivalence, not literal wording, to
preserve cultural and contextual meanings. Cohen et al. (2017) recommend
culturally responsive translations and supplementary oral explanations or
visual tools to ensure genuine understanding. These adjustments are
especially important in linguistic fieldwork and education-based
multilingual research.
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3. Confidentiality and data security in online research
Although the detailed discussion of digital research ethics is reserved for
Chapter 3.4, it is important to note that participants' expectations around
confidentiality and anonymity may shift when research extends across in-
person and digital environments. Researchers conducting hybrid or online
studies should communicate clearly about how privacy will be safeguarded.
Creswell and Poth (2018) and Cohen et al. (2017) both emphasise that
participants should understand the implications of engaging with research
through digital tools, even if those tools are only partially involved in the
data collection process. Ensuring clarity around these issues during the
consent process remains an ethical necessity. State retention period,
encryption at rest/in transit, and deletion policy in the consent sheet.

4. Re-consent in longitudinal designs
Long-term research requires sustained engagement with participants
regarding their evolving consent. As Berg (2009) explains, when research
unfolds over time, new data collection strategies or shifting objectives can
create new risks or implications. Participants must be informed of these
changes and invited to reaffirm or renegotiate their participation. This
responsiveness ensures that consent remains informed and voluntary, even
as the research context evolves. In linguistic and educational research,
where studies may track learners' language development or educational
trajectories over time, such vigilance is critical.

Informed consent is, above all, a continuous and evolving ethical
obligation. Its strength lies not merely in compliance with formal
procedures, but in the cultivation of a respectful and responsive relationship
between researcher and participant. By ensuring that participants are fully
informed, genuinely understand their involvement, and retain the right to
withdraw or renegotiate their consent, researchers uphold their ethical
responsibilities. As Cohen et al. (2017) and Creswell and Poth (2018) remind
us, informed consent should be conceived not as a checkbox, but as a
relational and dialogic commitment — one that honours participants’
autonomy and situates them as active collaborators in the research process.

| g

» Reflection questions
Q1. What does “informed consent” mean in your context, and why is it an
ongoing process rather than a one-time event?
Q2. How do teacher-student power asymmetries complicate voluntariness,
and what concrete steps ensure genuine choice (e.g., third-party
recruitment, non-grade incentives)?
Q3. How do cultural norms and collective decision-making shape consent,
and how would you manage studies requiring both individual consent and
community/elder approval?
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Q4. In online or hybrid studies, how do platform affordances and data traces
(recordings, logs) affect confidentiality and anonymity, and what extra
safeguards are needed?

Q5. Why is the right to withdraw essential, and how will you operationalise
it (channels, timing, no-penalty assurances) across the study lifecycle?

Exercises

Exercise 1: Informed consent form

Design an Informed Consent Form for a study involving adolescent
language learners in a bilingual school, considering cultural and linguistic
diversity. Include explanations of risks, benefits, confidentiality, and
withdrawal rights.

Exercise 2: Consent interview (role-play)

Role-play a consent interview where one student researcher explains a
study’s procedures to a participant from a different cultural background
with limited proficiency in the researcher's language. Anticipate and address
questions or concerns.

Exercise 3: Digital & community case analysis

You research language use in a marginalised community and on social
media. A participant shares potentially harmful information; some data are
from public posts.

& Draft an ethical response plan covering duty of care, confidentiality limits,
consent for public/”public” data, and data security.

Exercise 4: Power dynamics scenario

You are a teacher-researcher studying language attitudes in your school.
Students may feel pressured. Describe how you will ensure voluntariness
(third-party recruitment, opt-out channels), protect confidentiality, and
separate research from assessment.
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3.2 Protecting Identities: Confidentiality,
Anonymity, and Privacy

Protecting identities in linguistics and language education research rests
on three linked commitments: privacy (control over personal information),
anonymity (removing or masking identifiers), and confidentiality (restricting
access and disclosure). Each shapes design, consent, data handling,
analysis, and reporting—especially with small populations, sensitive topics,
and digital traces. This subchapter distinguishes the concepts and shows
how cultural norms and institutional constraints complicate “private”
versus “public” boundaries (Cohen, Manion, & Morrison, 2017; Hammersley
& Traianou, 2012). It then examines practical tensions: when anonymity is
infeasible in small communities; when participants request attribution; and
how online platforms, metadata, and logs undermine de-identification.
Concrete safeguards—pseudonymisation, data minimisation, layered
access, composite cases, and clear disclosure of legal limits—are tied to
typical scenarios in classrooms and communities. The aim is ethically
robust protection that does not impoverish the evidentiary value of
qualitative detail.

Privacy
Privacy refers to the right of individuals to control the sharing of their
personal information and to choose what they reveal in a research context.
As Cohen et al. (2017) assert, privacy ensures that research participants
have autonomy over their data and that this autonomy is respected at all
stages of the research process. Privacy considerations influence everything
from the formulation of research questions to the methods used for
dissemination. In qualitative research—especially within education and
sociolinguistics—where personal narratives, identities, and educational
experiences are frequently central to the research focus, maintaining
participants' privacy is not just procedural but profoundly ethical.

However, privacy is neither static nor universal. It is shaped by cultural,
social, and institutional norms, which means researchers must be attuned
to what privacy means in different contexts. In some collectivist cultures, for
instance, information considered private in Western settings may be viewed
as communal. Conversely, some participants might expect greater levels of
privacy than assumed by the researcher. Sensitivity to such nuances, as
Cohen et al. (2017) emphasise, is essential when designing consent
processes or managing data in culturally diverse settings.

According to Caplan (1982, p. 320), privacy is a “basic human need,” and
like the right to self-determination, it takes precedence over utilitarian
concerns (as cited in Cohen et al., 2017). Privacy can be understood from
three perspectives outlined by Diener and Crandall (1978): the sensitivity of
the information collected, the setting being observed, and the dissemination
of that information. Sensitive data, such as religious beliefs, ethnicity, and
personal health, require more robust safeguards. The nature of privacy,
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however, is contested, as what constitutes “private” or “public” can shift
across contexts (Hammersley & Traianou, 2012).

Anonymity
Anonymity, often linked with privacy, ensures that participants cannot be
identified from the research data. Cohen et al. (2017) underline that
anonymity is crucial when dealing with sensitive or personal information.
Anonymity is typically maintained through strategies like pseudonyms, the
use of codes, or aggregating data to prevent individual identification (Cohen
et al., 2017). For example, surveys may replace names with numbers, and
in smaller contexts such as educational settings, pseudonyms or coded
identifiers help preserve anonymity.

However, achieving true anonymity can be challenging, especially when
data are collected from smaller or tightly-knit groups. As Hammersley and
Traianou (2012) argue, if anonymity cannot be guaranteed, it should not be
promised. researchers must weigh the risk of identification against the value
of transparency and decide whether anonymisation is sufficient or whether
additional steps—such as limiting the scope of data reported—are
necessary. When full anonymity is infeasible, prefer risk reduction: suppress
or generalise contextual details, use composite vignettes, and disclose
residual re-identification risk transparently in methods and ethics sections.

Interestingly, some participants might explicitly request to be identified
in research outputs, particularly if the research aligns with their
professional, cultural, or activist goals. In such cases, the researcher faces
a complex ethical decision. (Cohen et al., 2017). While participant agency
should be respected, the potential long-term consequences of identification
must be carefully considered. Informed discussions between researcher and
participant should clarify these implications before final decisions are made.

Anonymity also extends to the ethical responsibility of researchers to
prevent participants from being traced back through the data. This is
especially important when sensitive information is involved, and the risk of
harm from disclosure is high. For example, the presence of a small group of
people in a specialised profession, such as a middle-aged male religious
education teacher in a small school, could make complete anonymity
impossible (Raffe et al., 1989).

Confidentiality
Confidentiality is the promise made by researchers to protect participants'
data from being disclosed in a way that could reveal their identity. This
differs from anonymity, as confidentiality involves managing and restricting
access to sensitive information, while still potentially knowing the identities
of participants.

Cohen et al. (2017) highlight that confidentiality is central to maintaining
trust. It is especially important in educational research, where teachers,
students, or administrators may be discussing potentially sensitive issues
such as policy critique, classroom difficulties, or institutional inequities. A
credible and clearly articulated promise of confidentiality reassures
participants and often enables more open, reflective responses.
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The significance of confidentiality increases in sensitive research
contexts. As Kimmel (1988) points out, when dealing with sensitive topics,
vague or weak assurances of confidentiality can seriously impact participant
cooperation. A clear, credible promise of confidentiality ensures that
participants feel comfortable sharing personal or potentially embarrassing
information.

Moreover, confidentiality measures must respect legal and ethical
obligations. For example, if a participant discloses information about child
abuse, researchers may be required by law to report this to relevant
authorities, which may override confidentiality promises (Cohen et al.,
2017). In such cases, researchers must inform participants of these legal
exceptions in advance. State confidentiality procedures explicitly in reports:
who had access; how identifiers were stored separately;
retention/destruction timelines; and any third-party processors bound by
data-processing or non-disclosure agreements.

Practical strategies for safeguarding confidentiality include removing
identifiers from transcripts, password-protecting digital files, and securely
storing physical documents. Where research involves transcription services,
data-sharing agreements or non-disclosure contracts may also be
necessary. For practical guidance on anonymisation decisions, layered
consent, and communicating limits to confidentiality, Farrimond (2013)
offers concise, implementable advice. Frankfort-Nachmias and Nachmias
(1996) suggest researchers consider multiple layers of data security—
physical, digital, and procedural. Cooper and Schindler (2001) add that
confidentiality can be further enhanced by restricting access to data to only
those directly involved in the research process.

Ethical tensions and challenges
Despite the ethical imperative to protect participants, tensions often arise
between maintaining privacy and serving broader research objectives. For
example, when research uncovers illegal or unethical practices—such as
discrimination or exclusion in schools—the researcher may struggle to
balance the participant’s right to privacy with the public’s right to know.
Lincoln (1990) frames such decisions within a utilitarian lens, where the
needs of the many could justify compromising individual confidentiality. Yet,
Cohen et al. (2017) argue for a more contextualised approach—what they
term “situated ethics”—where decisions are grounded in the specific
dynamics of the study rather than abstract principles.

In linguistic and educational research, especially in small or
underrepresented communities, another challenge emerges: the more
detailed and rich the data, the harder it is to protect identities. This paradox
often leaves researchers negotiating the level of specificity in their data
presentation. On the one hand, rich qualitative detail strengthens the
academic contribution; on the other, it increases the risk of breaching
confidentiality.

There is also a subtler dilemma: protecting identities may sometimes
dilute the lived realities that participants are hoping to have acknowledged.
Anonymising their contributions too heavily may strip their voices of
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authenticity or reduce the social impact of their narratives. Researchers
must therefore weigh the ethical obligation of protection against the political
and epistemological value of visibility.

Wiles et al. (2008) highlight the need for ongoing reflection throughout
the research cycle—not just at the design stage. Decisions about how to
protect participant identities, what information to include or exclude, and
how to contextualise quotes must be continuously evaluated in light of
ethical obligations. Ethical practice, in this regard, is not a fixed checklist
but a responsive, iterative process.

The principles of privacy, anonymity, and confidentiality are essential to
the ethical practice of educational and linguistic research. By safeguarding
participants' rights and maintaining the integrity of the research process,
researchers can build trust, encourage participation, and ensure that their
studies contribute positively to the academic community and society at
large. However, these principles are not without their challenges.
Researchers must continuously navigate complex ethical issues, balancing
individual rights with the need for transparency and societal benefit.

0 ’ ‘
. Reflection questions

Q1. How do privacy and anonymity differently impact the ethical
considerations in educational research? Can you think of examples where
one might be more critical than the other?

Q2. Consider a scenario where participants want to be identified rather than
anonymised in a research study. What ethical tensions arise, and how
should researchers navigate these?

Q3. How do digital research environments complicate traditional notions of
privacy and anonymity? What specific risks should educational researchers
be aware of when conducting online research?

Q4. What are the ethical and legal limits of confidentiality (e.g.,
safeguarding/disclosure duties), and how will you communicate them at
consent?

Q5. In small or tightly knit settings, how will you mitigate re-identification
risk (e.g., data minimisation, composite vignettes, context masking) while
preserving analytic value?

Exercises

Exercise 1: Ethical dilemmas in educational research

Read the following scenario and respond to the questions below:

A doctoral student is conducting qualitative research in their own school,
interviewing students about their experiences with inclusion. Some of the
students disclose sensitive personal stories. The researcher plans to
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anonymise all participants, but a few of them ask to be named in the final
report because they want their voices to be heard.
What ethical issues arise in this scenario?
How should the researcher respond to the participants’ request to be
identified?
How might power dynamics affect the consent process here?
What strategies would you recommend to balance participant autonomy
with ethical responsibility?

Exercise 2: Privacy in the digital age
Today’s research often involves digital tools, platforms, and data storage
services. This raises new ethical concerns about data privacy and
anonymity.
Make a list of digital traces (e.g. IP addresses, cookies, file metadata)
that might be collected during an online interview or survey.
Research one example of a platform (e.g. Zoom, Google Drive, or a
survey tool). What are its privacy limitations or risks for participants?
Based on your findings, what steps can researchers take to protect
participants’ digital identities?
How can you clearly explain these risks and protections to participants
during informed consent?

Exercise 3: Re-identification reduction drill

You have a rich quote and dense context (role, school type, region).
Produce two versions: (A) minimally redacted and (B) re-written using
composite details. Explain trade-offs for credibility, transferability, and
protection.

Exercise 4: Anonymity feasibility & risk audit
For each scenario below, assess whether anonymity is realistically
achievable and design a mitigation plan.
Scenarios:
A single Turkish-Thai bilingual coordinator in a small rural school.
An online focus group of six EAP teachers on a closed Zoom session
(recorded).
A corpus of public Reddit posts about language anxiety from a niche
subreddit.
For each scenario, specify:
Feasibility: Is full anonymity possible? Why/why not (direct vs. indirect
identifiers)?
Risks: Likely re-identification vectors (role/ region/ metadata, voice/
video, usernames, timestamps).
Mitigation: Data minimisation, context masking,
generalisation/suppression, composite vignettes, audio de-identification,
layered access.
Consent language: How you'll disclose residual risk and any limits to
confidentiality.
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Attribution requests: If a participant asks to be named, what policy and
documentation (e.g., explicit attribution consent, cooling-off period) will
you use?
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3.3 Power, Access, and Participatory Methods

Power relations shape every stage of educational and linguistic
research—from who frames the questions to whose voices are amplified in
interpretation and publication. Asymmetries arise within researcher—
participant interactions (e.g., teachers researching their students) and
through external structures such as funders, ethics boards, and
institutional gatekeepers (Cohen, Manion, & Morrison, 2017; Hammersley
& Traianou, 2012; Punch, 2014). This subchapter clarifies how power
influences recruitment, data generation, analysis, and representation, with
particular attention to vulnerable or marginalised groups. It outlines
strategies for mitigation: reflexivity and positionality work, transparent
negotiation of access, and participatory approaches that redistribute
decision-making across design, data interpretation, and dissemination
(Hammersley, 2013; Wurm & Napier, 2017; Hawkins, 2015; Lokot,
Hartman, & Hashmi, 2023). Practical considerations—credit/benefit
sharing, safeguarding against tokenism, and managing emotional labour—
are tied to classroom and community settings to support ethically robust,
methodologically defensible studies.

Power imbalances in the researcher-participant dynamic
The researcher—participant relationship is inherently asymmetric, with
researchers typically holding more power due to their institutional role,
academic training, and control over the research process. Brooks et al.
(2014) argue that “power relations are immanent in all research settings” (p.
106), meaning they are not incidental or accidental but embedded within
the structure of the research itself. This is especially evident when
researchers belong to dominant social groups while participants represent
marginalised or vulnerable populations—such as language minorities,
migrant communities, or children in under-resourced educational settings.

Researchers not only frame the research questions but also interpret data
and draw conclusions—an activity laden with epistemic power. In qualitative
research, where interpretation plays a central role, this asymmetry becomes
even more pronounced. Participants may shape their responses based on
what they believe the researcher wants to hear, which risks distorting their
authentic perspectives. When those perspectives are further filtered through
the researcher’s own positionality, the result may be an account that
unintentionally reaffirms existing hierarchies.

Hammersley (2013) emphasises the need for researchers to mitigate these
imbalances by fostering conditions under which participants feel genuinely
safe, respected, and free to express themselves. A core ethical responsibility
is to remain aware of how social markers—such as age, race, language, or
class—interact with power in each unique research setting.

External power structures in research
Power dynamics also operate beyond the immediate space of the researcher—
participant interaction. External stakeholders—including funding bodies,
policymakers, institutional ethics boards, and university administrators—
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may influence the research agenda, shape the selection of participants, or
frame how findings are disseminated. Punch (2014) warns that such
external pressures can introduce biases, especially when researchers are
subtly steered toward questions or findings that align with institutional or
political goals. In such cases, research may end up reinforcing the status
quo or silencing marginal voices rather than challenging dominant
narratives.

To resist these distortions, researchers must safeguard their
methodological independence and ethical integrity. Hammersley and
Traianou (2012) argue that this includes recognising and making
transparent the influence of external power structures—whether through
reflexive writing, positionality statements, or engagement with ethical review
processes that go beyond mere procedural compliance.

Ethical sensitivity in research with vulnerable populations
Research involving marginalised or vulnerable groups requires heightened
ethical awareness. Such groups—be they linguistic minorities, migrant
learners, or children—are often underrepresented or misrepresented in
research. Power differentials can deepen these inequities, especially when
research methods or reporting strategies do not reflect participants’
worldviews or communicative norms. Hammersley (2013) reminds us that
ethical research does not merely “avoid harm” but actively works to ensure
that participants are treated as agents of knowledge rather than subjects of
inquiry.

Participatory methods offer a promising way to address these challenges.
By involving participants in shaping the research itself, power can be
redistributed more equitably, and the resulting data are often richer and
more nuanced. This approach also aligns well with inclusive educational
values that seek to validate learner agency and voice.

Participatory research: Redistributing power
Participatory approaches—such as participatory action research (PAR),
community-based participatory research (CBPR), and co-researcher
models—seek to shift the traditional top-down model of inquiry. In such
approaches, participants contribute to formulating research questions,
designing tools, interpreting data, and even co-authoring publications. In
doing so, they are not merely sources of data but active producers of
knowledge. Community-engaged designs can enhance trust, relevance, and
reciprocity, but they demand shared governance, transparency about
risks/benefits, and vigilance against tokenism (Mikesell, Bromley, &
Khodyakov, 2013).

Wurm and Napier (2017) describe how Deaf communities were
meaningfully involved in interpreting studies, turning the research process
into a co-construction of knowledge. Similarly, Hawkins (2015) highlights
the inherent “messiness” of participatory research, particularly in how
identity, trust, and influence shape collaborative inquiry. A recent scoping
review of participatory methods in refugee and displaced communities
(Lokot, Hartman, & Hashmi, 2023) further underscores how well-structured
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participatory strategies can reduce tokenism, build trust, and lead to
outcomes that are more relevant to community needs.

This is not to say that participatory methods erase power dynamics
entirely—they do not. But they do provide a framework for negotiating them
more transparently and democratically. They also demand a higher degree
of openness and humility from the researcher, who must be willing to let go
of some control and accept that their own assumptions may be challenged
or even overturned. Avoid tokenism by specifying decision rights (who
approves tools, interprets themes, signs off on outputs), budgeting and
compensating participants for co-research work, and setting timelines for
feedback/approval.

Reflexivity and researcher positionality
Reflexivity is an essential component of ethical research practice,
particularly in studies that address power and voice. It involves continuous
critical reflection on one’s own positionality—including race, gender, class,
institutional affiliation, and even language use—and how it shapes every
stage of the research process.

Cohen et al. (2017) stress that reflexivity is key to recognising the biases
that may influence the framing of research questions, the interpretation of
data, and the nature of interactions with participants. It also demands self-
awareness about the privileges and limitations one brings into the field.
Researchers must ask: Who am I in this context? How might my presence
influence what participants choose to share? What silences am I (perhaps
unknowingly) perpetuating?

Reflexivity, when embedded into the research process rather than treated
as a retrospective add-on, encourages a more ethically sound and
methodologically robust inquiry.

Ethical considerations in access and negotiation
Accessing participants is not a neutral or technical step—it is deeply political
and ethical. Gaining access often involves navigating hierarchical
gatekeeping structures: school principals, ethics boards, or community
leaders who hold the authority to allow (or block) a researcher’s entry. Bell
and Waters (2014) point out that this negotiation demands clarity,
transparency, and cultural competence. Israel and Hay (2006) further
unpack the politics of access and gatekeeping, highlighting how institutional
power shapes consent and risk. Access arrangements (gatekeepers
approached, conditions set) may be documented, with any constraints on
sampling, timing, or reporting noted and cross-referenced to consent
procedures in Section 3.1.

Researchers must be honest about the aims and implications of their
research and ensure that access is not obtained through coercion, undue
influence, or manipulation. Beyond gatekeeping, true access also means
gaining participants' trust—especially if the research involves sensitive
experiences or marginalised identities. This includes creating opportunities
for participants to provide feedback on findings, correct misrepresentations,
and approve the use of their words and ideas in publications. Document
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access arrangements (gatekeepers approached, conditions set), and disclose
any constraints they impose on sampling, timing, or reporting, with cross-
reference to consent procedures in Section 3.1.

The role of emotional labour
An often-overlooked dimension of power and ethics in research is emotional
labour. Hochschild (2012) describes emotional labour as the management
of feelings to fulfil the emotional requirements of a job. In research,
especially on sensitive or traumatic topics, emotional labour involves
listening empathetically while maintaining ethical detachment. Researchers
may find themselves in situations of distress, grief, or anger as participants
recount deeply personal experiences.

Maintaining this balance—being emotionally present but not
overwhelmed—is crucial. It also affects how participants perceive the
research relationship: whether they feel genuinely heard or merely studied.
Ethical research practice involves planning for emotional support (both for
researchers and participants), offering debriefing opportunities, and
creating a safe, caring space for dialogue. Provision for vicarious-trauma
support—such as voluntary debriefs and referral routes for both
participants and researchers—can be stated.

Power relations are intrinsic to linguistic and educational research,
shaping both methodology and outcomes. Researchers must remain
critically aware of these dynamics and actively work to mitigate imbalances
through participatory methods, reflexivity, and inclusive practice. By
acknowledging and addressing issues of access, representation, and voice,
researchers contribute not only to ethical rigour but also to the broader
project of equity and justice in education. Participatory approaches, though
complex and sometimes unpredictable, offer powerful tools for disrupting
traditional hierarchies and building knowledge collaboratively. Ultimately,
ethically grounded research demands more than procedural compliance—it
requires ongoing critical engagement with the power structures that shape
knowledge production itself.
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» Reflection questions

Q1. How do power imbalances between researcher and participant affect the
data collected in qualitative research?

Q2. Reflect on your own background (e.g., gender, race). How might it
influence your interactions with research participants?

Q3. What are some challenges in using participatory methods to address
power imbalances in research? How would you overcome them?

Q4. Why is reflexivity important in research, especially when working with
vulnerable groups?

Q5. How can external pressures (e.g., funding or policymakers) impact the
objectivity of research findings?
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Exercises

Exercise 1: Researcher-participant interview

Pair up with a classmate. One acts as a researcher and the other as a
participant. Conduct a brief interview on a sensitive topic (e.g., school
experience). Afterward, discuss how the power dynamic felt and what could
be done to make the participant feel more comfortable.

Exercise 2: Power mapping

Draw a simple map showing who holds power in a research study.
Include the researcher, participants, and any external influences (e.g.,
gatekeepers or funders). How could power be shared more equally in this
scenario?

Exercise 3: Debate: Participatory methods vs. traditional research

Split into two groups. One argues for participatory research methods, the
other for traditional methods. After the debate, write down one pro and one
con for each approach.

Exercise 4: Journal entry: Reflexivity

Write a short journal entry about how your personal experiences or
identity might influence your research. What steps will you take to minimise
these biases in your work?
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3.4 Digital Ethics and Regulatory Frameworks

Digital research magnifies familiar ethical concerns and adds new ones.
Online environments blur public—private boundaries, leave persistent data
traces, and normalise shifting identities and visibilities (Buchanan &
Zimmer, 2023; Orton-Johnson, 2010). This subchapter sets out principles
and compliance duties for work with platforms, learning technologies, and
digital traces in applied linguistics and education. It maps core GDPR
concepts—lawful basis, purpose limitation, data minimisation, retention,
security, and international transfers—and translates them into procedures
for online consent, privacy notices, and records management. Platform-
specific issues (terms of service, scraping/API access, metadata risks;
“public” vs private spaces) are distinguished from institutional obligations
(risk assessment, encryption, breach response, audit trails). A final section
addresses algorithmic bias and fairness in digital tools, with cross-
references to Section 3.1 (consent) and Section 3.2 (confidentiality), plus
brief prompts to support implementation.

Ethical challenges in digital research
Digital ethics encompasses the principles guiding responsible conduct in
research involving online platforms, tools, and data sources. In the domains
of education and applied linguistics, researchers often employ online
surveys, learning management systems, social media, and mobile
applications. Each platform presents unique opportunities and risks. As
Buchanan & Ess (2009) note, traditional ethical principles—Ilike respect for
autonomy, confidentiality, and justice—must be reinterpreted in digital
contexts where individuals are often simultaneously visible and anonymous,
and data persists indefinitely.

A central challenge lies in the demarcation of public and private spaces
online. Just because a discussion board or blog is technically accessible
does not mean that it is ethically acceptable to use its content without
consideration of participants’ expectations. The British Psychological
Society (2021) cautions that researchers must evaluate whether users on
publicly accessible platforms reasonably anticipate their contributions being
used for research. For instance, analysing contributions without informed
consent remains contentious when sensitive information is involved
(Eysenbach & Till, 2001; James & Busher, 2015).

Another concern is the mode of data collection. Digital methods span
passive observation (analysing existing online content) and active
participation (e.g., conducting video interviews). Passive methods may raise
issues of digital surveillance and undermine trust when participants are
unaware their data is being used. Active methods require clarity about
participants’ involvement and the risks involved—particularly important
when working with students or vulnerable groups (British Psychological
Society, 2021; Williams, 2003).
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The role of context and reflexivity
Ethical decision-making in digital research must be context-sensitive. The
Association of Internet Researchers (AolR, 2012) advocates a situated,
reflexive approach, tailored to the complexities of each digital environment.
Researchers should carefully reflect on the nature of the platform,
participants’ vulnerabilities, and the potential consequences of data
exposure.

For example, research on multilingual education platforms can
inadvertently misrepresent marginalised voices if not handled with cultural
and linguistic reflexivity. James & Busher (2015) stress that such settings
require sensitivity to cultural identity and language politics—ensuring that
data practices do not deepen existing power disparities. Upholding
beneficence and non-maleficence means proactively safeguarding
participants from unintended harm (BPS, 2021; AolR, 2012).

Data management and digital vulnerability
Digitised research data presents new vulnerabilities around access, storage,
and long-term preservation. In educational contexts, especially, learning
analytics platforms routinely collect vast amounts of sensitive metadata,
usage patterns, and performance data that participants may not fully
anticipate (Quinn, 2021). Ethical research design demands not just
technical protections—Ilike encryption or pseudonymisation—but critical
reflection on how such data is used and shared, particularly when deploying
Al or analyses of large-scale educational datasets.

Issues of fairness, justice, and representation are particularly pressing in
applied linguistics and language education, where digital tools may
reproduce or amplify existing inequalities, especially related to race, class,
and language identity. Roberts & Allen (2015) and Beneito-Montagut (2017)
highlight how algorithms and platform governance can reinforce systemic
biases, unless researchers actively monitor and intervene.

Legal considerations: GDPR and educational research
In the European context, the General Data Protection Regulation (GDPR)
provides the primary legal framework for handling personal data in research,
including educational and linguistic studies. The GDPR mandates lawful,
fair, and transparent processing of personal data, with explicit attention to
consent, data minimisation, and the rights of data subjects (European
Union, 2016). While informed consent is a central legal basis under the
GDPR, research can also be conducted under the lawful basis of “public
interest” or “scientific research” provided appropriate safeguards are in place
(Art. 6(1)(e), Art. 9(2)(j), and Art. 89).

Article 89 of the GDPR introduces specific conditions for research, such
as pseudonymisation and restrictions on re-identification. However, even
when data is anonymised, researchers must remain cautious about the
contextual identifiability of participants, particularly in qualitative studies
involving small or specialised populations. As Quinn (2021) notes, the
GDPR’s protections are not uniformly implemented across institutions and
countries, leading to inconsistencies in how educational data is handled.
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Researchers must therefore not only comply with GDPR provisions but also
adopt a precautionary, ethically attuned stance that prioritises the dignity
and autonomy of participants.

Importantly, the GDPR emphasises data subject rights, including the
right to access, rectify, or erase data. In educational research, this can
complicate longitudinal studies, where participants may withdraw after
several months or years. Consequently, researchers are advised to develop
clear data governance plans, specifying how data will be stored, who will
access it, and for how long it will be retained (European Union, 2016; Quinn,
2021).

Institutional protocols and ethical governance
Alongside digital ethics and legal compliance, institutional protocols form a
third pillar of responsible research. In Europe, ethics review processes are
typically conducted by wuniversity ethics committees, which function
similarly to Institutional Review Boards (IRBs) in the United States.
Although the structure and terminology may vary, the goal is the same: to
ensure that research involving human participants meets ethical and legal
standards.

Ethics review bodies assess the ethical soundness of research proposals,
considering the potential risks to participants, the adequacy of consent
procedures, and data management strategies. Increasingly, these bodies are
also expected to evaluate digital-specific aspects such as platform selection,
online recruitment practices, and digital security (James & Busher, 2015;
British Psychological Society, 2021). Researchers in linguistic and language
education studies must therefore prepare detailed ethical statements,
especially when collecting data via virtual classrooms, educational apps, or
online communities.

Ethics committees also serve as an important support structure for
researchers navigating complex ethical decisions. As the AoIR (2012)
underscores, ethical dilemmas in digital research often arise unpredictably,
requiring researchers to engage in ongoing consultation and revision. For
example, if a linguist discovers potentially distressing content while
analysing discourse in an online forum, they must evaluate not only their
obligation to scientific accuracy but also their responsibility to minimise
harm.

Ethically responsible digital research requires more than technical
literacy or mere legal compliance. It demands a principled, reflexive, and
participant-centred approach that anticipates challenges unique to digital
contexts—such as data traceability, platform surveillance, and blurred
categories of publicness. While GDPR provides a robust legal foundation in
Europe, ethical conduct must extend beyond compliance, engaging with
questions of identity, power, and justice in online research settings.

Institutional oversight—via ethics committees—supports responsible
research practices, but must continually evolve to keep pace with
technological and methodological innovation. As digital methods become
ever more integral to language education and linguistic inquiry, the field
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must co-develop ethical frameworks that are transparent, inclusive, and
rigorously responsive to the rights and dignity of research participants.

N "*‘
. Reflection questions

Q1. How does the GDPR influence qualitative research practices in
educational settings?

What challenges might researchers face in balancing legal compliance with
ethical sensitivity?

Q2. In what ways might digital research methodologies unintentionally
reproduce social or linguistic inequalities, and how can these be addressed
ethically?

Reflect on your methodological assumptions or choices.

Q3. How does the GDPR’s emphasis on data subject rights (e.g., right to
erasure, data minimisation) influence the design and execution of
educational research projects?

Can legal obligations align with ethical intentions?

Q4. What is the role of reflexivity in navigating ethical dilemmas that arise
in online research settings, and how can researchers prepare for unforeseen
challenges?

Reflect on the need for adaptive thinking in digital research ethics.

Q5. How do institutional protocols (e.g., ethics reviews by university
committees) support or constrain digital research in applied linguistics and
language education?

Consider the balance between compliance, flexibility, and innovation.

Exercises

Exercise 1: Case study analysis

Read the following scenario: A researcher collects posts from a public
Facebook group on multilingual education without informing the
participants. Some posts include sensitive personal narratives.

& Write a 300-500 word ethical evaluation of this case, considering the
principles of digital ethics, participant expectation of privacy, and the GDPR.

Exercise 2: GDPR and language education research
The General Data Protection Regulation (GDPR) affects all research
conducted within or involving the European Union. It places specific
obligations on researchers when handling personal data.
Review the key principles of GDPR (e.g. data minimisation, purpose
limitation, the right to erasure).
Choose one principle and apply it to a hypothetical qualitative study with
student participants.
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How would you ensure compliance with this principle during the data
collection, storage, and analysis phases?
What ethical benefits (beyond compliance) does GDPR offer to
educational research participants?
You may consult institutional guidelines or official GDPR summaries to
support your response.

Exercise 3: Digital ethics protocol drafting

Based on your own research project (real or hypothetical), draft a one-
page digital ethics statement. Include considerations of platform choice,
data sensitivity, consent mechanisms, and GDPR compliance.

Exercise 4: Institutional ethics review simulation

Work in pairs or small groups. One group acts as an ethics review board;
the other presents a digital research proposal involving online classroom
recordings.

Review the proposal critically, focusing on participant vulnerability, data
storage, and consent. Provide constructive feedback for improvement.
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3.5 Responsible Publishing and Academic Integrity

Ethical publishing safeguards the scholarly record and the credibility of
applied linguistics and language education research. This subchapter
consolidates core expectations for responsible authorship, originality, data
integrity, and transparent reporting, drawing on widely adopted guidance
from the Committee on Publication Ethics (COPE) and policies of major
indexers and publishers. It explains how journals operationalise these
expectations through peer-review standards, authorship criteria, conflict-of-
interest disclosures, and corrective mechanisms (corrigenda, retractions). It
also outlines how to recognise and avoid predatory outlets, and how metrics
and indexing (e.g., Journal Citation Reports; Scopus/SCImago) shape venue
selection without eclipsing ethical duties. The closing sections link
publication ethics to earlier concerns—consent, confidentiality, and data
governance—emphasising continuity of integrity from design to
dissemination, with practical prompts for early-career researchers.

International ethical guidelines and resources

Responsible practice aligns with widely recognised frameworks, with the
Committee on Publication Ethics (COPE) the most widely adopted reference
point. COPE’s guidance spans authorship and contributorship, conflicts of
interest, plagiarism and data/image fabrication, peer-review integrity, and
post-publication corrections and retractions, under the overarching
principles of transparency, accountability, and fairness. Complementary
resources include ICMJE authorship criteria, the CRediT contributor
taxonomy, the TOP Guidelines on openness and reproducibility, PRISMA for
review reporting, and persistent-identifier practices (ORCID/DOI). Major
indexers and publishers typically operationalise these standards in their
journal policies (COPE, 2017; COPE, n.d.).

COPE: Guiding research integrity

COPE’s core principles—transparency, accountability, and fairness—
underpin policies on authorship/contributorship, conflicts of interest,
plagiarism and data/image fabrication, and peer-review integrity. Adhering
journals and authors commit to truthful reporting; contributor credit that
matches actual work (avoiding ghost and guest authorship); and
confidential, impartial review based on scholarly merit. COPE
operationalises these norms through guidance, flowcharts, and case
repositories for disputes, corrections, and retractions (Committee on
Publication Ethics [COPE], 2017). Because COPE membership is widespread
among high-impact journals, many researchers treat it as a marker of
predictable editorial practice and ethical oversight when evaluating venues
(Committee on Publication Ethics, n.d.).

Standards and expectations in Scopus and Web of Science indexed
journals
High-impact journals indexed in databases such as Scopus and Web of
Science (WoS) serve as the primary venues for disseminating influential
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research. These journals typically enforce rigorous editorial and ethical
policies that align closely with COPE’s guidelines. As such, they provide
benchmarks for quality control, methodological rigour, and ethical
transparency that aspiring authors must meet.

Scopus-indexed journals cover a broad range of disciplines, including
applied linguistics and education, and are widely recognised for maintaining
high standards of peer review and ethical conduct. Many of these journals
require strict adherence to COPE’s ethical guidelines, which emphasise the
proper treatment of authorship, originality, and data integrity (Committee
on Publication Ethics, 2017; Elsevier, n.d.).

Similarly, journals indexed in the Web of Science (WoS) are globally
acknowledged for their credibility and are often regarded as the gold
standard in academic publishing. These WoS journals typically follow
COPE’s recommendations closely, upholding rigorous standards of
methodological rigour and transparency in data reporting (Committee on
Publication Ethics, 2017; Clarivate, n.d.).

Impact Factor and quartiles

The Journal Impact Factor (JIF) is calculated and reported in Clarivate’s
Journal Citation Reports (JCR) and reflects the average number of citations
in a given year to items published in the previous two years. JCR also reports
category-based quartiles (Q1-Q4) determined by a journal’s JIF rank within
its subject category (Clarivate, 2024). In the Scopus ecosystem, quartiles are
typically derived from either CiteScore Percentile or the SCIlmago Journal
Rank (SJR) indicator; both provide subject-category rankings where Q1
denotes the top 25% (Elsevier, 2024; SCImago, 2024). When selecting
venues, authors should interpret metrics within field norms and alongside
qualitative criteria (scope, review rigor, ethics policies), rather than using
quartiles as a sole proxy for quality (Clarivate, 2024; SCImago, 2024).

Navigating authorship and avoiding plagiarism
Authorship is a central concern in ethical publishing and a frequent source
of dispute. COPE’s guidelines clearly state that all individuals listed as
authors must have made substantial contributions to the conception,
design, execution, or interpretation of the research. Practices such as ghost
authorship (excluding contributors who meet authorship criteria) or guest
authorship (including individuals who did not contribute meaningfully)
undermine research integrity and are strictly prohibited.

Closely linked 1is the issue of plagiarism, encompassing the
unacknowledged use of others’ ideas, text, or data. Plagiarism compromises
the originality and credibility of scholarship and is monitored rigorously by
journals through automated detection tools. Researchers must ensure
proper citation of all sources and avoid any form of data fabrication or
falsification, which are considered serious breaches. Also avoid text
recycling (“self-plagiarism”) and salami slicing (fragmenting one study into
multiple minimally distinct papers); both mislead readers about the novelty
and completeness of the work.
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Transparency and integrity in peer review
The peer review process is a cornerstone of ethical publishing, designed to
ensure the quality, validity, and originality of scholarly work. Maintaining
confidentiality, impartiality, and transparency throughout peer review
protects authors and reviewers alike and sustains the credibility of the
academic record. Journals adhering to COPE guidelines implement robust
processes to manage conflicts of interest, detect potential ethical breaches,
and provide authors with fair opportunities to respond to critiques. Where
relevant, state preprint posting, preregistration/analysis plans, data/code
availability or justified restrictions, so readers can appraise reproducibility
alongside findings.

Authors should understand that transparency extends beyond peer
review. Disclosing funding sources, potential conflicts of interest, and
relevant affiliations is essential to enable readers and reviewers to assess
possible biases. Such openness contributes to the overall integrity of
research communication.

Recognising and avoiding predatory journals
A growing concern in academia is the proliferation of predatory journals—
publications that exploit the open-access model without providing legitimate
peer review or editorial oversight. These outlets often prioritise profit over
quality and ethical standards, leading to the dissemination of unreliable or
fraudulent research. Publishing in predatory journals can damage an
author’s reputation and diminish the perceived credibility of their work.

PhD students must develop the ability to critically evaluate journals by
consulting recognised indexes such as Scopus and WoS and verifying
whether the journal is a COPE member or follows established ethical
guidelines. Awareness of journal policies, peer review rigour, and editorial
board credentials are crucial factors in avoiding predatory outlets. Choosing
reputable journals ensures that research contributes meaningfully to the
scholarly community and that authors receive appropriate recognition.

Retractions, corrections, and accountability
Even in reputable journals, errors and ethical breaches occasionally surface
post-publication. Retractions serve as an essential mechanism for correcting
the scholarly record and maintaining trust. COPE provides detailed
protocols for managing retractions, corrections, and expressions of concern,
emphasising transparency and timely communication.

Retractions can result from honest errors, such as flawed data or
methodological mistakes, or from misconduct, including plagiarism or data
fabrication. Authors are expected to cooperate fully with journals and
institutions during investigations. The visibility of retraction notices helps
safeguard the research community and the public from relying on invalid
findings.

Linking publication ethics to earlier ethical concerns
While Sections 3.1 to 3.4 addressed ethical dimensions relating to research
design, consent, power dynamics, data privacy, and digital ethics,

143



responsible publishing (Section 3.5) represents the final stage in the
research lifecycle where ethical diligence must continue unabated. For
example, the transparency advocated here builds on prior emphasis on
reflexivity (Section 3.3) and ethical data handling (Section 3.4). Similarly,
safeguarding participant representation through honest reporting respects
the dignity discussed in earlier subchapters.

Maintaining ethical publication standards ensures that the knowledge
produced through ethically conducted research reaches the academic
community without distortion or compromise, thus closing the loop of
responsible research practice.

Ethical publication standards are integral to sustaining the credibility
and impact of academic research, particularly within applied linguistics and
language education. Adherence to COPE guidelines, compliance with the
expectations of high-impact indexed journals, vigilance against plagiarism
and predatory publishing, and readiness to address necessary corrections
or retractions collectively uphold research integrity. For PhD students and
emerging scholars, internalising these standards not only enhances their
chances of successful publication but also contributes to the broader
mission of fostering a trustworthy and transparent scholarly environment.

W2
» Reflection questions

Q1. Why do you think high-ranking journals (e.g., Scopus, WoS) place such
a strong emphasis on ethical transparency? How might this affect your
decisions as an emerging researcher?

Q2. In what ways might the pressure to publish in Q1 journals compromise
ethical integrity in research reporting or authorship? Have you witnessed or
experienced this?

Q3. COPE outlines responsibilities for editors, reviewers, and authors.
Which of these roles do you find most ethically challenging, and why?

Q4. How would you respond if a co-author insisted on submitting to a

journal known for weak peer review but quick acceptance? What principles
guide your decision?

Q5. What ethical concerns arise when re-using your own published material
(e.g., figures, methods sections) in new publications? When does it become
'self-plagiarism'?

Exercises

Exercise 1: Assessing a journal’s ethics
Choose a Scopus- or WoS-indexed journal in your field and investigate
its ethical policies.

Who is the publisher?
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Does the journal follow COPE guidelines?

What are its policies on authorship, plagiarism, and data sharing?

Is the impact factor or quartile ranking clearly stated?

Are there publication fees? If so, are they transparent?
& Write a 250-word summary of the journal’s ethical standing and its
alignment with COPE principles.

Exercise 2: Authorship ethics scenario
Imagine you're writing a paper with two senior academics. One insists
that a colleague who contributed nothing be listed as co-author “for
networking purposes.”
Is this consistent with COPE's authorship criteria?
What ethical issues are at stake?
How would you address the situation while maintaining professional
relationships?
& Write a short reflection (300 words) outlining your ethical response and
how you would communicate it.

Exercise 3: Transparency checklist
[ Develop your own pre-submission checklist based on ethical best
practices:
Have all authors approved the final manuscript?
Are all sources properly cited?
Have you disclosed potential conflicts of interest?
Is the data available for verification (or a reason why it's not)?
Are all figures/tables original or reused with permission?
& Write a customised checklist to use before journal submission.

Exercise 4: Retractions and the scholarly record
Select a recent retraction or correction in your field (use a reputable
source).

What was the reason (error vs. misconduct)?

Which COPE principles/procedures apply?
& Draft a 150-200-word note explaining how you would prevent a similar
issue (e.g., data management, authorship agreements, reporting
transparency).

Conclusion to Chapter 3

This chapter has argued that ethics in applied linguistics and language
education research is not a discrete step but a continuous practice spanning
design, data work, analysis, and dissemination. Informed consent was
reframed as a dialogue rather than paperwork, supported by plain-language
materials, culturally responsive translation, third-party recruitment when
needed, and re-consent at clear trigger points. The chapter distinguished
privacy, anonymity, and confidentiality, noting their limits in small
communities and the need to avoid over-promising identifiability
protections. Where participants request attribution, visibility should be
negotiated transparently, with foreseeable risks discussed in advance.
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Attention to power was treated as integral rather than optional.
Positionality statements, reflexive journaling, and participatory or co-
researcher approaches help redistribute influence over questions, methods,
and interpretation. Gatekeeping and institutional pressures were recognised
as external power vectors that require clear, documented access
negotiations. Because inquiry often entails emotional labour, ethically
robust projects provide debriefing options and care protocols for both
participants and researchers.

Digital contexts intensify familiar dilemmas. Online spaces blur public—
private boundaries, data persist as traceable artefacts, and platform
governance can amplify inequities. Responsible practice combines
contextual judgement with concrete safeguards: data minimisation; privacy-
by-design choices; secure storage and controlled access; and, where
applicable, GDPR-aligned governance (lawful basis, data-subject rights,
pseudonymisation, retention limits, withdrawal processes). These measures
extend beyond legal compliance to uphold dignity and justice in digital
research settings.

Finally, ethical publication closes (and tests) the research lifecycle.
COPE-aligned practices—transparent authorship, conflict-of-interest
disclosure, data-availability statements or justified limits, and willingness
to correct or retract—sustain the trustworthiness of the record. Selecting
reputable journals (e.g., indexed in recognised databases with clear editorial
policies) and avoiding predatory outlets protects both readers and authors.
Across all sections, the through-line is principled decision-making:
checklists and forms are helpful, but context-sensitive judgement, clear
documentation, and accountable relationships ultimately secure rigour and
respect.

Taken together, these commitments constitute a practical ethics of care
and fairness: anticipation of harms, sharing of power, protection of
identities, prudent data governance, and integrity in communication. Such
an ethos does not eliminate dilemmas; it equips researchers to meet them
publicly, transparently, and well.

Key takeaways

e Treat consent as ongoing; refresh it when procedures, risks, or
participant status change.

e Distinguish privacy, anonymity, and confidentiality; plan realistic,
context-aware de-identification.

e Address power through reflexivity, participatory design, and
transparent access negotiations.

o In digital work, assume traceability; minimise, secure, and govern
data per applicable law.

e Publish responsibly: COPE-aligned venues, clear authorship,
disclosures, and readiness to correct.
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CHAPTER 4. QUANTITATIVE
AND QUALITATIVE APPROACHES

4.1 Overview of research methods by data form and collection

4.2 Designing quantitative instruments: Surveys and questionnaires

4.3 Experimental and naturalistic designs

4.4 Interviews, focus groups, and classroom observations

4.5 Qualitative data analysis methods: Thematic, discourse, and content
approaches

4.6 Aligning method selection with research questions and contexts

This chapter surveys the two principal empirical traditions—quantitative
and qualitative—and their application across applied linguistics and
language education. Methods are treated as disciplined responses to data
and questions, not interchangeable toolkits. Section 4.1 clarifies how data
forms (numeric, textual, interactional, multimodal) and settings (laboratory,
classroom, community, online) shape method choice. Sections 4.2-4.3 cover
core quantitative practice—constructing surveys and questionnaires, and
implementing experimental or naturalistic designs—with attention to
operationalisation, bias, and feasibility. Section 4.4 turns to qualitative
generation of evidence via interviews, focus groups, and classroom
observations, including researcher positionality and access. Section 4.5
outlines analytic strategies for qualitative data—thematic, discourse, and
content analysis—highlighting claims each can support. Section 4.6 draws
these strands together, showing how method selection aligns with research
questions and contexts in both applied linguistics and language education
studies, with cross-references to question formulation (2.1), design
alignment (2.5), rigour (2.7), and ethics (Chapter 3). Interfaces with mixed
methods are noted here; full treatments follow in Chapter 5. Throughout,
feasibility, access, and constraint management remain foregrounded to
support principled, context-responsive method selection.
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4.1 Overview of Research Methods
by Data Form and Collection

Research methods in applied linguistics and language education are best
understood through the forms of data they produce and the settings where
data are gathered. This subchapter maps quantitative, qualitative, and
mixed-methods approaches to typical instruments and analyses, indicating
how epistemological commitments shape design and inference. It then
contrasts experimental and naturalistic designs—researcher role, purpose,
setting, and evidentiary claims—using tables to summarise strengths and
limits. Integrative, pragmatist combinations show how controlled
interventions can be paired with contextual observation (e.g., classroom
quasi-experiments with ethnographic notes). Cross-references point to
instrument design (4.2), experimental and naturalistic procedures (4.3-4.4),
and qualitative analysis (4.5). The aim is to link data form to collection
strategy and interpretation, enabling choices under constraints in
feasibility, access, and ethics.

Quantitative research
Quantitative research assumes phenomena can be measured and analysed
systematically (Creswell, 2014; Ary, Jacobs, & Walker, 2014). In language
education, this often involves collecting numerical data such as test scores,
error frequency counts, or Likert-scale questionnaire responses. Statistical
tools—t-tests, ANOVAs, regression and effect sizes analyses—are used to
identify correlations, causation, or trends (Doérnyei, 2007; McMillan &
Schumacher, 2010). For example, Norris and Ortega (2000) conducted a
meta-analysis of experimental studies on form-focused instruction,
demonstrating statistically significant learning gains.

The strengths of quantitative methods include objectivity, replicability,
and generalisability. For instance, studies might compare grammar
accuracy before and after interventions across learner groups. However,
such methods often overlook subjective perceptions, cultural factors, and
contextual classroom dynamics, which quantitative data alone cannot
capture. Thus, quantitative approaches typically complement rather than
replace qualitative insights.

Qualitative research
Qualitative research explores the complexity of human experience and how
learners and teachers construct meaning in context (Cohen et al., 2017;
Denzin & Lincoln, 2018). Data sources include classroom observations,
learner diaries, interviews, and discourse samples. Analytic techniques
involve thematic coding (Braun & Clarke, 2006), narrative analysis, or
discourse analysis. For example, studies may investigate how learners
negotiate identity in multilingual classrooms or how teachers adapt
instruction to learner needs.

Qualitative research provides rich, contextualised understanding of
motivation, identity, and interaction, which quantitative data cannot directly
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reveal. However, it sacrifices breadth for depth, often relying on small
samples and context-specific findings that may limit generalisability.

Mixed methods research
Mixed methods combine quantitative and qualitative approaches within a
single study to offset limitations of each and provide comprehensive insights
(Creswell & Plano Clark, 2018; Johnson, Onwuegbuzie, & Turner, 2007).
Designs include convergent, sequential explanatory, and sequential
exploratory approaches. Integration requires alignment of research
questions, data collection, and analysis. Typical combinations include
surveys paired with interviews or tests with classroom ethnography.

For instance, a researcher may administer questionnaires on learner
motivation (quantitative) and then conduct interviews to explore the
narratives behind the scores (qualitative). Mixed methods enable
triangulation, where converging evidence enhances validity.

Effective mixed-methods research demands clear design decisions—
whether data collection is sequential or concurrent, and how to interpret
convergent or divergent results. In language education, this allows for both
statistical generalisation and contextual understanding.

Data form is intrinsically linked to the philosophical paradigms
introduced in Section 1.5 and to design alignment in Section 2.5; the table
below summarises these connections:

Table 18. Integrating Data Forms with Research Paradigms

Data form Assoc.lated Common methods Strengths Limitations
paradigm
Generalisable, = May overlook
Tests, surveys, error L A
o e . objective, individual
Quantitative Positivism counts, standardised .
comparable, perspectives and
measures h .
replicable learning context
Interviews, Rich detail, Limited
Qualitative Interpretivism, observations, contextual generalisability,
Critical theory discourse analysis, understanding; subjective
narrative inquiry critical insights interpretation
Surveys + interviews, Logistically
. tests + observations, Comprehensive, complex, demands
Mixed . . . - -
Pragmatism integration of triangulated, high
methods . . .
numeric and textual evaluative methodological
data expertise

This table synthesises how data forms align with paradigms and methods in
language education research. Quantitative methods provide generalisability
and objectivity; qualitative methods yield contextual richness; mixed
methods offer integrative insights through triangulation, while each also
faces specific limitations.

Types of research by data collection
Research in language education can be systematically classified according
to the methods used to collect data. This classification highlights the
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environments and procedures of data gathering, which significantly
influence the validity, reliability, and generalisability of findings. The choice
of data collection method is closely linked to underlying epistemological
assumptions that shape research questions, design, and interpretation. The
two main data collection approaches—experimental and naturalistic (non-
experimental)—reflect  distinct methodological and  philosophical
commitments, each with complementary strengths and limitations.

Experimental data collection: Definition, purpose, and application
Experimental data collection involves deliberate manipulation of one or more
independent variables to observe their causal effects on dependent
variables, while controlling extraneous factors (Ary et al., 2014; Dérnyei,
2007). This method is grounded in the positivist paradigm, which values
objectivity, systematic control, and replicability to generate generalisable
knowledge. The pragmatist paradigm also supports experimental methods
for producing practical, actionable insights to improve pedagogy.

In language education, experimental research often employs randomised
controlled trials (RCTs) or quasi-experimental designs. For instance,
learners may be randomly assigned to groups receiving different types of
corrective feedback, with performance assessed through pre- and post-
intervention measures. Such designs isolate treatment effects by controlling
learner variability and external influences.

Experiments may take place in controlled laboratory settings, maximising
internal validity, or in structured classroom environments that simulate
authentic learning while maintaining control (McMillan & Schumacher,
2010). The main advantage of experimental research is its ability to establish
causal relationships, providing robust evidence for the effectiveness of
instructional strategies or interventions.

However, strict experimental control can reduce ecological validity.
Artificial settings may not capture the complexity and contextual nuances
of real-world language learning. Ethical and practical constraints, such as
random assignment in educational contexts, may also limit experimental
feasibility. Additionally, focusing on variable isolation can overlook
sociocultural or affective factors central to language acquisition. For
recruitment, consent, and data-governance implications, see Chapter 3.

Table 19 summarises key experimental data collection approaches
commonly used in language education research, illustrating their alignment
with paradigms and research goals.

Table 19. Experimental Data Collection Approaches

Data Associated
collection paradigms Key research focus Illustrative example
approach
s g Assigning learners to

Randomised e Estal;)hshlpg causal feedback vs. no-feedback
controlled Positivism, relationships groups to measure

. pragmatism through TS
trials manipulation pronunciation improvement

(Dérnyei, 2007)

154



Data

collection Assocl.ated Key research focus Illustrative example
approach paradigms
Quasi- Testing pedagogical Measuring effects of
experimental Positivism,  interventions where technology-assisted learning
deI;i ns pragmatism randomisation is on vocabulary acquisition
g limited without full randomisation
. Simulated tasks in lab to
Maximal control to o -
Laboratory S . . assess cognitive load in
. Positivism isolate variable
experiments second language
effects .
comprehension
Classroom- Applying Comparing explicit grammar
based Positivism, interventions in real instruction with traditional
experiments pragmatism or semi-controlled methods in middle school
P classrooms classes

These experimental designs emphasise control and objectivity, aiming to
isolate causal mechanisms influencing language learning outcomes. The
positivist foundation reflects the commitment to measurable, replicable
findings, while pragmatism supports their practical application in
instructional improvement. Laboratory settings provide high internal
validity, whereas classroom experiments seek to balance rigour with
ecological relevance.

Naturalistic (Non-Experimental) data collection: Definition, purpose,
and application
Naturalistic research aligns with interpretivist and critical theory
paradigms, emphasising the situatedness of human behaviour and
interpretive meaning-making. Researchers observe phenomena as they
naturally occur, aiming to capture the richness and complexity of language
learning (Creswell, 2014; Cohen et al., 2017). The pragmatist paradigm
values these approaches for their responsiveness to learners’ and educators’
lived experiences.

In language education, naturalistic methods include classroom
observations, interviews, learner diaries, and corpus analyses of
spontaneous language use. For example, an ethnographic study might
examine how language ideologies affect learner participation in a
multilingual classroom by combining field observations with in-depth
interviews to explore identity and power dynamics (Canagarajah, 1999).

Naturalistic methods offer exceptional ecological validity, reflecting
authentic instructional settings and interactions. They enable nuanced
understanding of classroom culture, identity negotiation, and socio-political
aspects of language learning. Their inherent flexibility allows adaptation to
emerging themes and participant perspectives through iterative and
participatory designs.

However, without variable manipulation, naturalistic studies cannot
establish definitive causality. Their interpretive nature requires heightened
researcher reflexivity to mitigate bias and ensure trustworthiness. The
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contextual specificity of such studies often limits generalisability beyond
particular educational settings.

Table 20. Naturalistic (Non-Experimental) Data Collection Approaches
Data

collection A:::glia::: Key research focus Illustrative example
approach P g
Documentin Ethnographic observation of
Classroom Interpretivism, authentic g multilingual classrooms to
. critical theory, . . study identity and power
observations . instructional - -
pragmatism interactions dynamics (Canagarajah,
1999)
Interviews & Interpretivism, U:iﬁ;“:;g ng Analysing learner journals to
learner critical theory, p ba explore motivation
diaries i perspectives and devel ¢ ¢
pragmatism . evelopment over a semester
experiences
Examinineg naturall Using a learner corpus to
Corpus Postpositivism, occurrin glan a ey study frequency of lexical
analysis! pragmatism § ‘anguag errors across proficiency
use patterns
levels
Case Teacher-researcher

Interpretivism, In-depth contextual

stufhes & critical theory, exploration often with 1nve§t1gat1ng effects of a new

Action . . curriculum on classroom
pragmatism participatory element .

research discourse

These approaches prioritise contextualised understanding, highlighting
learner and teacher perspectives, social relations, and power structures in
language education. Unlike experimental designs, naturalistic methods
avoid manipulation in favour of rich descriptive accounts. Pragmatism
supports their flexibility and practical relevance, allowing researchers to
adapt responsively to emerging insights and stakeholder needs.

To clarify the distinctions between these approaches, Table 21 provides
an at-a-glance comparison of experimental and naturalistic data collection—
highlighting researcher role, setting, data types, typical instruments,
example outputs, and time footprint—with an extended synthesis in Table
26.

1 Corpus work can be quantitative (frequency, collocations) and/or interpretive; alignment
depends on the analytic aim.
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Table 21.Experimental vs. Naturalistic Data Collection: At-a-Glance

Experimental data Naturalistic data
Aspect . .
collection collection
Mampulgtes conditions; Observes /participates;
Researcher role standardises
adapts to context
procedures
. Controlled . Real-world (classroom,
Setting (lab/classroom with . .
community, online)
controls)
Data types Structured, numeric Rich, situated (field notes,
yp (scores, RTs) audio/video, texts)
. . Tests, timed tasks, Observations, interviews,
Typical instruments .
surveys, logs artefacts, recordings

Example outputs Pre/post scores, effect Transcripts, memos,

sizes thematic extracts
Time footprint Fixed sessions Iterative/prolonged
engagement

Note. RTs = reaction times.

For an extended summary (including paradigms, validity,
strengths/limitations), see Table 26 in Section 4.3. This comparison
underscores the diversity of methodological orientations available to
language education researchers and the importance of context-sensitive
design. Understanding these distinctions sets the stage for integrating both
approaches within a pragmatic, problem-driven research framework.

Integrating experimental and naturalistic approaches: Toward a
pragmatic balance
Scholars increasingly recognise the complementary value of experimental
and naturalistic methods. The pragmatist paradigm encourages
transcending rigid methodological boundaries by adopting hybrid designs
that balance rigour with relevance. For example, quasi-experimental
interventions embedded in authentic classrooms can combine quantitative
outcome measures with qualitative observations of learner engagement and
classroom dynamics.

Such mixed or multi-method approaches leverage the strengths of both
methods while offsetting their weaknesses. This synergy enriches theoretical
understanding and supports practical improvements in language teaching
and learning. Table 22 outlines integrative approaches combining elements
of both methods to balance methodological rigour and ecological validity.
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Table 22. Integrative Approaches Combining Experimental and Naturalistic Methods

Data Associated
collection . Key research focus Illustrative example
paradigms
approach
. .. Action research
Quasi- e Combining causal . .
. Positivism, . . introducing a new
experimental L inference with .
. Interpretivism, teaching strategy and
with - contextual .
. Pragmatism . documenting learner
observations understanding
responses
Using both .
g . Measuring test score
manipulation and changes while conductin
Mixed methods Pragmatism observation to g g
focus groups to explore
address complex -
. learner attitudes
questions

Hybrid designs exemplify the pragmatist commitment to methodological
pluralism, integrating experimental control within authentic contexts.
Researchers can examine not only whether an instructional method works,
but also how and why it works in real classrooms. Mixed methods generate
both quantitative outcomes and qualitative insights, enhancing scientific
rigour and practical relevance.

In conclusion, data collection methods are deeply tied to philosophical
paradigms. Experimental approaches, rooted in positivism and pragmatism,
emphasise control and causality. Naturalistic methods, grounded in
interpretivism, critical theory, and pragmatism, focus on meaning, context,
and power. Pragmatism bridges these traditions, promoting {flexible,
purpose-driven method selection to best address research questions.
Understanding this interplay enables researchers to design studies that are
epistemologically coherent, methodologically sound, and pedagogically
meaningful.

» Reflection questions

Q1. How would your primary research question read if framed for
quantitative vs. qualitative inquiry? What shifts in constructs, scope, or
assumptions occur across these framings?

Q2. When are gains in internal validity (control) worth potential losses in
ecological validity (authenticity) in language education research? Give a
concrete case.

Q3. What kinds of phenomena in your field resist experimental
manipulation and are better accessed through naturalistic approaches?
Why?

Q4. Under what conditions would you prefer a convergent mixed-methods
design over a sequential one (or vice versa)? Justify with timing and
integration needs.
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Q5. How do ethics, access, and resources in your context practically
constrain method choice—even when a different method might seem
theoretically ideal?

Exercises

Exercise 1: Method mapping by data form
Take three research topics from your area (e.g., feedback, motivation,
pronunciation).
For each topic, propose (a) a quantitative study, (b) a qualitative study,
and (c) a mixed-methods study.
Specify: data form, collection technique(s), sample, and an appropriate
analysis.
Briefly justify the trade-offs (rigour, feasibility, ethics).

Exercise 2: Reframing the research question
Rewrite each question below twice—once for an experimental design and
once for a naturalistic design.

“How do mobile apps influence L2 vocabulary growth?”

“What classroom moves foster student engagement?”
For the experimental versions, state IV/DV, controls, and a feasible setting.
For the naturalistic versions, state site, participants, and focal practices;
note trustworthiness strategies.

Exercise 3: Designing a mixed-methods plan
Choose a multifaceted problem (e.g., “Formative feedback effectiveness
and learner perceptions”).
Specify RQs aligned to QUAN and QUAL components.
Choose a design (convergent, explanatory, or exploratory), with timing
(concurrent/sequential).
Describe integration points (design, methods, or interpretation) and how
you will handle convergent/divergent results.

Exercise 4: Paradigm and method audit of a published study

Locate a recent article in applied linguistics or language education.
Identify its dominant paradigm, data form(s), and collection method(s).
Evaluate strengths/limitations regarding validity/trustworthiness and
ethics.
Propose one concrete methodological modification that would improve
alignment with its research questions.
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4.2 Designing Quantitative Instruments:
Surveys, Questionnaires, and Language Tests

Surveys, questionnaires, and language tests are core quantitative
instruments for investigating attitudes, outcomes, and proficiency in applied
linguistics and language education. This subchapter sketches a path from
construct definition to delivery: aligning items with aims, selecting response
formats (e.g., Likert, multiple choice), drafting clear, neutral wording, and
planning multilingual administration where relevant. It then treats piloting
and evidence for reliability and validity, strategies to limit response bias, and
ethics for consent, privacy, and data governance. A concise typology of tests
(e.g., cloze, writing, oral, integrated performance) links constructs to tasks,
scoring rubrics, rater training, and agreement reporting. Examples illustrate
fit-for-purpose choices and practical trade-offs. Cross-references point to
experimental and naturalistic designs (4.3—4.4) and to qualitative analysis
contrasts (4.5).

The role of surveys and questionnaires

Surveys typically gather broad data on participants’ attitudes, motivations,
and behaviours in language-learning or teaching contexts. They are well
suited to reaching diverse populations and to measuring variables that are
otherwise difficult to observe directly, such as learner motivation or
language-use preferences (Dornyei, 2007). Questionnaires, as a subtype of
surveys, often target more specific research questions or constructs—for
example, students’ perceptions of a particular grammar-teaching approach
or their self-reported use of digital language-learning tools (Hughes, 2003).
Questionnaires can also support curriculum design by eliciting students’
initial needs. A practical model of needs analysis for Business English
course design is presented in Popescu (2017, pp. 76-80).

Key principles in designing surveys and questionnaires
Effective design of surveys and questionnaires demands attention to clarity,
neutrality, and appropriateness of question formats to maximise validity and
reliability (Fowler, 2014). Ambiguously worded or leading questions risk
skewing responses and compromising data integrity. For instance, instead
of asking, “How much do you agree that online classes are better than
traditional ones?” a more neutral phrasing would be, “What are your views
on the effectiveness of online versus traditional classroom settings?”
(Bryman, 2016). Balanced response options (e.g., Never—Rarely-Sometimes—
Often—-Always) are commonly employed and ‘Don’t know/Not applicable’
should be defined where appropriate to reduce satisficing.

Terminology used within questions should be explicitly defined to ensure
common understanding. In second language research, terms like “fluency”
or “complexity” require operational definitions so participants interpret them
consistently (Hughes, 2003).
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For multilingual administration, planned translation/adaptation (e.g.,
forward-back translation, committee review) and checks of measurement
invariance across language versions help ensure comparability.

Question types and response formats
The choice of question type directly influences the kind of data collected and
its subsequent analysis. Closed-ended questions, such as multiple-choice
items or Likert-scale ratings, provide standardised responses that facilitate
quantitative analysis. For example, frequency questions like “How often do
you use online resources for language learning?” can be followed by options
such as Never-Rarely-Sometimes—-Often—-Always. Reverse-keyed items are
typically used sparingly; they can depress internal consistency and distort
factor structure. Because reverse-keyed items can introduce method effects,
acquiescence is better probed with a small, piloted subset of reverse-keyed
items and/or alternative approaches (e.g., attention checks), rather than
pervasive reversal. Item order is often randomised within thematic blocks to
reduce order effects.

Conversely, open-ended questions offer richer, more nuanced data but
require qualitative coding and interpretation, which can be time-consuming.
For instance, a question such as “What challenges do you face in learning a
second language?” allows respondents to express individual experiences
beyond predefined categories (Creswell & Creswell, 2018).

Likert scales are widely used to measure attitudes and perceptions by
quantifying agreement or frequency on a graded scale. For example, a survey
might include a statement such as, “The teaching method used in class
helps me understand grammar better,” with responses ranging from
“Strongly agree” to “Strongly disagree” on a five-point scale.

Minimising response bias and ensuring validity
A significant challenge in survey design is minimising response biases that
can distort data accuracy. Social desirability bias, where respondents
provide answers they believe are socially acceptable rather than truthful, is
common in self-reported language proficiency surveys (Fowler, 2014). To
address this, questions should be framed neutrally and assurances of
confidentiality provided.

Ensuring validity also requires that questions accurately measure the
intended constructs. For example, a questionnaire assessing reading
comprehension should focus on comprehension skills rather than mere
recall of vocabulary or facts (Cohen, Manion, & Morrison, 2017).
Acquiescence and extreme responding can be mitigated by a tested mix of
positively and negatively keyed items; confidentiality/anonymity is usually
stated explicitly (see Section 3.2). In online administration, device effects
and screen length are additional design considerations. Online delivery
raises additional issues—item exposure, proctoring/integrity, and careless
responding—often addressed through randomised item  blocks,
time/tracking metadata, and unobtrusive attention checks. For platform
privacy and data governance in online surveys/tests, see Section 3.4.
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The design and implementation process
Designing a robust survey or questionnaire follows a systematic process.
Researchers begin by defining clear research questions to align instrument
content with study objectives. Initial drafts of questions are then developed
based on theoretical frameworks and previous research. Pilot testing with a
small sample is critical to identify ambiguities, assess response options, and
evaluate the instrument’s overall flow. Cognitive interviewing and think-
alouds during piloting can reveal misinterpretations before fielding. Based
on feedback, revisions are made before final administration to the larger
sample (Dornyei, 2007).

Ethical considerations are paramount throughout, including obtaining
informed consent, ensuring confidentiality, and avoiding questions that
might cause distress or discomfort to participants (Israel & Hay, 2006).

Table 23. Key Principles in Designing Surveys and Questionnaires for Language
Education Research

Principle Description Example Reference

Use clear, unambiguous Define “fluency” explicitly

Clarity and language; define technical . . Hughes
P . in writing assessment
precision terms to avoid (2003)
- . surveys.
misinterpretation.
Neutral Avoid leading or biased Replace “How muqh do
uestion phrasing that influences you agree that online Bryman
4 . classes are better?” with  (2016)
wording responses.
neutral.
Appropriate eC;s()eosg ac;c;sletsii—se‘n(()ieéin{or Use Likert scales for Dérnyei &
pprop YSIS; Op attitudes; open-ended Taguchi

question types ended for detailed questions for challenges. (2010)

responses.
S Reduce social desirability Frame sensitive questions
Minimising .
. and other biases; assure neutrally; guarantee Fowler (2014)
response bias . ’
confidentiality. anonymity.

Conduct trials to refine
Pilot testing instruments before full
rollout.

Revise questions based on Dornyei
pilot feedback. (2007)

Ensure informed consent, Provide clear consent

Ethical confidentiality, and g - Israel & Hay
. . . forms; avoid intrusive
considerations minimise harm or ] (2006)
discomfort questions.

While surveys and questionnaires provide crucial insights into
perceptions, behaviours, and self-reported experiences, language
proficiency tests offer a complementary perspective by directly assessing
linguistic performance. Integrating tests into quantitative research designs
allows for more comprehensive data, especially when evaluating educational
interventions or learner development. These instruments must be designed
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with equal care to ensure alignment with linguistic constructs and
theoretical models of proficiency.

Designing effective language proficiency tests
Language proficiency tests play a crucial role in assessing learners’ abilities
in key linguistic skills such as reading, writing, listening, and speaking. The
design of these tests must ensure that they accurately measure the intended
constructs—whether these are grammar, fluency, comprehension, or other
aspects of language competence. This section discusses the principles of
effective test design, focusing on defining the construct, selecting
appropriate task types, and establishing robust scoring methods.

Defining the construct

The first step in designing any language proficiency test is defining the
construct—what specific aspect of language proficiency is being measured.
Language proficiency is multidimensional, encompassing areas such as
vocabulary knowledge, grammar usage, fluency, listening comprehension,
and writing skills. Researchers must be explicit about which aspects of
language proficiency the test is designed to assess (Weir, 2005).

For example, a test focused on reading comprehension should measure
the ability to understand and interpret written texts rather than merely
assessing vocabulary knowledge. Clear construct definition is critical, as
misalignment between the test’s goals and the tasks it includes can lead to
inaccurate or incomplete assessments of learner proficiency. A test blueprint
typically links constructs — tasks — items — scoring, aligned where relevant
with frameworks such as CEFR domains/scales, supports coherence.
Types of language tests
Various test types are designed to assess different facets of language
proficiency. The choice of test format should align with the construct being
measured and the specific research question at hand, including integrated
tasks (e.g., listen-to-write) where constructs span modalities. Common types
of language proficiency tests include:

1. Multiple-choice tests
Used for assessing vocabulary, grammar, and reading comprehension, these
are efficient for large-scale testing due to ease of administration and scoring.
Their objectivity allows for reliable statistical analysis (Alderson, 2000).

2. Cloze tests
Cloze tests evaluate contextual understanding and vocabulary by requiring
test-takers to fill in blanks in a text. These are commonly used for reading
comprehension and integrative language skills (Taylor, 1953).

3. Essay or writing tasks
These assess writing fluency, grammatical accuracy, vocabulary use, and
coherence. While offering richer data, they require well-defined rubrics for
consistent evaluation (Weigle, 2002).

4. Oral proficiency assessments
Face-to-face or simulated interviews assess fluency, pronunciation, and
interactional competence. Tasks may include describing experiences or
responding to prompts (Hughes, 2003).
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5. Performance-based tests
These simulate real-world scenarios—such as role plays or problem-solving
tasks—to assess communicative competence in authentic contexts
(Bachman, 1990).

Table 24. Types of Language-Proficiency Tests and Their Purpose

Test type Purpose Example
Multiple- Assess vocabulary, grammar, “What is the correct past tense of
choice and reading comprehension. 'to go'?”

Evaluate reading
Cloze test comprehension and contextual
vocabulary use.

Fill in the blank: “She to the
store every day.”

Measure fluency, grammar,

. e “Write an essay on the advantages
and idea organisation in

Essay/ writing

tasks writing of online learning.”

Oral Assesg speaking skills, Describe your hometown in a short
. including fluency and . .

proficiency interview.

pronunciation.

Performance- Evaluate real-world language

based use in practical tasks. Role-play a job interview scenario.

IELTS - read a short passage and
listen to a short lecture, then write
in response to what you read and
listened to

Assess cross-modal academic
language use (e.g., reading &
listening into writing)

Integrated
skills

Scoring and rubrics
Clear and consistent scoring methods are vital to ensure the validity and
reliability of language proficiency tests. Scoring rubrics, particularly for
subjective assessments like writing and speaking, help provide standardised
criteria for evaluating a range of language skills.
A scoring rubric typically evaluates components such as:
e Grammar and syntax — Accuracy and appropriateness of sentence
structure.
e Fluency — Smoothness and ease of expression.
e Vocabulary use — Range, accuracy, and context-appropriateness of
vocabulary.
e Task achievement — Alignment of the response with the task’s
purpose and communicative intent.
By carefully integrating surveys, questionnaires, and language tests into
research design, applied linguists can generate robust quantitative data that
sheds light on both attitudinal and performance-based dimensions of
language learning. The inclusion of diverse instrument types allows for
triangulation of findings and strengthens the interpretability and
applicability of results.
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Rater training and calibration are standard; inter-rater agreement (e.g.,
two-way random, absolute-agreement ICC for interchangeable raters; k for
categorical ratings) is typically reported, and Many-Facet Rasch modelling
can be used, where feasible, to estimate rater severity. Fairness
considerations (accommodations; DIF screening across groups) and facet
effects (task, topic, interlocutor) are relevant in speaking/writing
assessments.

Transparent reporting typically covers scale structure (EFA/CFA),
reliability (a/®, test-retest), validity evidence (content/construct/criterion),
and exclusions or missing-data handling (see Section 2.7).

In the next section, we turn to experimental and naturalistic design
methods, which offer further tools for capturing language behaviours in
controlled and authentic settings.

» Reflection questions

Q1. How do clarity, neutrality, and construct alignment contribute to the
validity and reliability of surveys and questionnaires in applied linguistics
research?

Reflect on why these principles are not just technical, but epistemologically
significant in shaping the quality of quantitative data.

Q2. In what ways might response biases such as social desirability impact
data obtained from language learning surveys?

Consider the ethical and methodological implications of such biases and
how researchers can design instruments to mitigate them.

Q3. Discuss the trade-offs between closed-ended and open-ended question
formats in second language acquisition (SLA) research.

How might these formats influence the richness, interpretability, and
generalisability of data?

Q4. Compare and contrast the use of multiple-choice tests and performance-
based assessments for evaluating language proficiency.

Which contexts and research questions justify the use of one over the other?
Q5. To what extent does pilot testing enhance the trustworthiness of
quantitative instruments in applied linguistics and language education
research?

Reflect on how pilot testing can inform both the technical aspects and the
ethical dimensions of instrument design.

Exercises

Exercise 1: Critique a questionnaire
Find an existing questionnaire used in second language research (e.g.,
from an academic paper or dissertation).
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Identify at least five questions from the instrument.
Evaluate them in terms of clarity, neutrality, and construct validity.
Suggest concrete revisions for at least two questions.

Exercise 2: Design a mini language attitudes survey
Design a short survey (6-8 items) targeting language learners’ attitudes
toward the use of Al in language education.
Use at least three Likert-scale questions, one multiple-choice, and one
open-ended question.
Briefly explain how each question aligns with your research objectives.

Exercise 3: Create a rubric for speaking assessment

Design a scoring rubric for evaluating students’ oral performance in a

short, recorded speaking task (e.g., describing a picture or telling a story).
Include at least four dimensions (e.g., fluency, vocabulary,
pronunciation, coherence) with three performance levels (e.g., Beginner,
Intermediate, Advanced).

Exercise 4: Pilot your instrument
Using the survey or test you created in a previous exercise, conduct a
pilot test with at least 3-5 peers or language learners.

Collect their feedback on clarity, length, and difficulty.

Revise at least two items based on their input.
& Write a short reflection (150-200 words) on what the pilot revealed about
your instrument.
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4.3 Experimental and Naturalistic Designs

Data collection constrains what can be claimed. This subchapter
contrasts experimental designs, which manipulate variables to probe causal
relations, with naturalistic designs, which document phenomena in
authentic contexts. To clarify the distinctions, see Table 21 for an at-a-
glance comparison, with an extended synthesis in Table 26. Each approach
is located within post-positivist and interpretivist/constructivist paradigms,
then translated into practice: randomisation, manipulation checks, fidelity
monitoring, and debriefing on one side; prolonged engagement, fieldnotes,
and thick description on the other. Typical threats to rigour (selection,
attrition, reactivity) are paired with procedural mitigations. Ethical
considerations—consent, privacy, and digital risks—link back to Chapter 3.
Brief examples show how field experiments and mixed-methods plans
integrate control with context. A summary table closes the section and
cross-references validity and trustworthiness criteria in Section 2.7.

Experimental data collection: The controlled approach to
understanding causality
Experimental data collection is principally aligned with the positivist
tradition in social science research, which emphasises objectivity, control,
and replicability. Rooted historically in the natural sciences, this method
involves the systematic manipulation of independent variables to observe
causal effects on dependent variables within a controlled environment
(Shadish, Cook, & Campbell, 2002). The goal is to isolate the influence of
specific factors by controlling or randomising extraneous variables that
might confound the outcomes.

The foundation of experimental research lies in the hypothetico-deductive
model, where hypotheses derived from theory are empirically tested through
rigorous experimental designs (Creswell & Creswell, 2018). Classic
experimental designs include true experiments with random assignment to
conditions and quasi-experiments that lack full randomisation but still
manipulate variables systematically (Campbell & Stanley, 1963). The
laboratory setting, often synonymous with experimental research, allows
researchers to create highly controlled environments, ensuring internal
validity by minimising alternative explanations for observed effects.

One key theoretical contribution underpinning experimental methods is
the emphasis on causal inference (Shadish et al., 2002). By manipulating
one or more variables and observing the outcome, researchers can infer
causality with greater confidence than correlational or observational
methods permit. This capacity to determine cause-effect relationships is
invaluable in testing theories and developing predictive models across
disciplines, including psychology, education, and health sciences.

However, the rigour of experimental data collection comes with certain
trade-offs. The artificiality of the laboratory setting often limits ecological
validity—the extent to which findings generalise to real-world contexts
(Brewer, 2000). Participants may behave differently under experimental
conditions, influenced by awareness of being observed (the Hawthorne
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effect) or by the constraints imposed by the experimental design.
Furthermore, the reductionist nature of isolating variables may oversimplify
complex human behaviours and social processes, overlooking the rich
contextual factors that shape them (Maxwell, 2013).

Despite these limitations, experimental data collection remains
indispensable for research that seeks to establish causality. It complements
naturalistic approaches and mixed-method designs by offering precision,
control, and replicability, thereby strengthening the overall robustness of
mixed-method research designs (Biesta, 2010).

Naturalistic data collection: Contextualising human experience
In contrast to experimental approaches, naturalistic data collection methods
are situated within interpretivist and constructivist paradigms, which posit
that reality is socially constructed and context-dependent (Guba & Lincoln,
1985). These methods eschew manipulation in favour of observing
phenomena as they naturally unfold, allowing researchers to understand
social behaviour, meanings, and experiences in their authentic settings.

Naturalistic inquiry prioritises ecological validity by capturing the
complexity and dynamism of real-world contexts (Denzin & Lincoln, 2018).
Methods such as ethnography, participant observation, unstructured or
semi-structured interviews, and case studies exemplify this approach,
providing rich, in-depth qualitative data that clarify participants’
perspectives and social interactions (Patton, 2015).

A theoretical hallmark of naturalistic data collection is its alignment with
constructivist epistemology, which views knowledge as co-created between
the researcher and participants, influenced by cultural, historical, and
situational contexts (Schwandt, 2014). Researchers adopting naturalistic
methods often immerse themselves in the field for extended periods to build
rapport and trust, enabling access to authentic narratives and behaviours
that would be inaccessible in controlled settings.

This immersion facilitates an emic perspective, capturing the insider’s
viewpoint and uncovering the meanings individuals assign to their
experiences (Geertz, 1973). The thick description produced through
naturalistic methods allows for nuanced understanding and theory
generation that reflects the lived realities of participants rather than
imposing external frameworks or hypotheses.

However, naturalistic data collection is not without challenges. The
absence of control increases the risk of researcher bias, and the subjective
nature of qualitative data complicates generalisability and causal inference
(Maxwell, 2013). The time-intensive nature of fieldwork and data analysis
can also be resource-demanding. Nevertheless, these methods offer
unparalleled depth, providing rich contextual insights essential for
comprehending complex social phenomena.

Integrative perspectives and methodological implications
Although experimental and naturalistic data collection methods emerge
from divergent philosophical traditions, contemporary qualitative research
increasingly recognises the value of methodological pluralism. Mixed-

168



methods designs integrate the control and precision of experimental
approaches with the contextual richness of naturalistic inquiry, thereby
offsetting the limitations inherent in each method alone (Biesta, 2010).

For instance, experimental manipulations can be embedded within
naturalistic settings (field experiments) to enhance ecological validity while
preserving causal inference capabilities (Brewer, 2000). Conversely,
naturalistic observations can inform the development of experimental
hypotheses and instruments, ensuring that experimental conditions reflect
real-world complexities (Maxwell, 2013).

Ethical considerations also differ markedly between these approaches.
Experimental research must navigate informed consent, potential risks of
manipulation, and participant debriefing, while naturalistic methods
demand sensitivity to privacy, confidentiality, and the impact of researcher
presence on communities studied (Cannella & Lincoln, 2018). Reflexivity—
critical self-examination of the researcher’s influence—is particularly
emphasised in naturalistic inquiry to mitigate bias and enhance credibility
(Lincoln & Guba, 1985). For consent, privacy, and platform risks in
recording/online settings, see Sections 3.1-3.2 and 3.4; for validity and
trustworthiness standards, see Section 2.7.

Table 25. Common Threats to Rigour and Typical Mitigations

Context Threat Typical mitigations
Experimental Selection/ Random assignment; blocking/stratification;
P inequivalence ANCOVA with baseline covariates

Intent-to-treat analyses; attrition reporting;

Experimental Attrition sensitivity checks

Expectancy/ Blinding where feasible; neutral scripts;

Experimental demand manipulation checks

Parallel forms; pretest—posttest equating;

Experimental Instrumentation reliability monitoring

Reactivity / Prolonged engagement; unobtrusive measures;

Naturalistic observer effect reflexive field memos

Triangulation (data/method/theory); peer

Naturalistic Researcher bias debriefing; audit trail

. Limited Thick description of context/participants to
Naturalistic - .
transferability support reader judgement
Both Ethical/ data risks Clear consent and withdrawal routes; privacy-by-

design; secure storage (Sections 3.1-3.2, 3.4)

Table 25 lists common threats to rigour in experimental and naturalistic
settings and pairs each with standard mitigations, whereas Table 26
complements Table 25 by offering a side-by-side summary of experimental
versus naturalistic data collection (purpose, setting, researcher role, validity
emphasis, strengths/limitations). Together they move from concrete
procedural risks to a consolidated design overview.
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Table 26. Summary of Experimental and Naturalistic Data Collection

Experimental data

Aspect . Naturalistic data collection
collection
Phllosp phical Positivist/ Post-positivist Interpretivist/ Constructivist
paradigm
To test hypotheses and To understand meanings and
Purpose . .
establish causality contexts
Res.earch Con'trolled/ laboratory Natural, real-world settings
environment  settings
Researcher Active manipulation of Passive observation/participant
role variables engagement
Data type Typically quantitative/ Typlcglly qualitative, rich
structured descriptive
Validity Internal validity (control of Ecological validity (authenticity of
emphasis confounds) context)
Common Controlled experiments, Ethnography, participant
methods quasi-experiments observation, interviews
s Artificial settings, low Subjectivity, limited
Limitations . . 1 . L . . .
ecological validity generalisability, time-intensive
Strengths Causal inference, replicability Context—rlc}} data, depth of
understanding

Experimental and naturalistic design methods serve distinct yet
complementary roles within empirical research in applied linguistics and
language education. Experimental methods, with their emphasis on control
and causal inference, provide essential tools for hypothesis testing and
theory validation. In contrast, naturalistic methods offer deep contextual
insights and a richer understanding of social phenomena as experienced by
participants in their natural environments. Together, these approaches form
a methodological spectrum that, when thoughtfully integrated, can enhance
the rigour, relevance, and richness of qualitative research findings.
Researchers must carefully weigh their epistemological commitments,
research questions, and ethical considerations when selecting the most
appropriate data collection strategies to produce credible and meaningful
knowledge.

\ ’cﬁ
. Reflection questions

3

Q1. How do experimental and naturalistic data collection methods reflect
different epistemological assumptions about reality and knowledge
production?

Reflect on how each method shapes not only what data are collected but
how truth and meaning are conceptualised in qualitative research.
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Q2. What are the trade-offs between internal validity and ecological validity
in experimental and naturalistic research designs?

Discuss how these trade-offs impact the generalisability and
trustworthiness of findings in applied linguistics or education research.

Q3. In what ways might the presence and role of the researcher affect data
collection in naturalistic settings compared to experimental contexts?
Consider issues such as reflexivity, observer bias, and participant behaviour
in relation to methodological transparency.

Q4. How can mixed-methods designs effectively integrate experimental
control and naturalistic depth to address complex research questions?
Reflect on an example (real or imagined) in language education where
combining both approaches would enhance insight and validity.

Q5. What ethical considerations differ between experimental and
naturalistic designs, and how should researchers navigate these
responsibly?

Think about consent, manipulation, privacy, and participant well-being in
both controlled and real-world settings.

Exercises

Exercise 1: Compare two studies
Find one published study using experimental data collection and another
using naturalistic methods in applied linguistics or education.
Summarise the goals, methods, and settings of each study.
Compare their epistemological assumptions and methodological
strengths /weaknesses.
Comment on how each method influenced the type and richness of the
data collected.

Exercise 2: Evaluate a research scenario

You are researching how teachers give feedback in language classrooms.
Propose one experimental and one naturalistic data collection method for
this research question.
Discuss what each method might reveal—and what it might miss.
Evaluate which method would be more appropriate depending on the goal
(e.g., measuring effect vs. understanding experience).

Exercise 3: Fieldwork reflection
Conduct a brief naturalistic observation (10-15 minutes) in a real-world
context relevant to language use or education (e.g., a tutoring session, a
group discussion, or a classroom interaction).
& Take field notes describing what happens (not interpreting it yet).
Reflect on:

<& What was easy or difficult about observing without interfering?

& How might your presence have shaped what you observed?
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& What kind of data were generated—and how trustworthy is it?

Exercise 4: Design a mixed-methods study
Design a mixed-methods research plan to investigate the impact of using
mobile apps on vocabulary retention in second language learners.
Describe your experimental component (e.g., pre/post-test, control
group).
Describe your naturalistic component (e.g., student diaries, app usage
logs, interviews).
Explain how these components complement each other and enhance the
overall credibility of the study.
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4.4 Interviews, Focus Groups, and Classroom Observations

Interviews, focus groups, and classroom observations are core qualitative
methods for capturing lived experience and situated interaction in applied
linguistics and education. Aligned with interpretivist and constructivist
paradigms, these approaches prioritise depth, context, and meaning over
experimental control and causal inference. This subchapter outlines
principal types and uses: structured, semi-structured, and unstructured
interviews; focus groups with attention to facilitation and dynamics; and
participant versus non-participant observations. Practical considerations
include sampling and access, guide and protocol design, audio/video
capture and fieldnotes, and common trade-offs (e.g., richness versus
comparability; reactivity). Ethical issues—consent, confidentiality, and
power in classroom settings—are flagged with pointers to Chapter 3. The
closing sections link these data collection choices to analytic options (4.5)
and to method—question alignment (4.6).

Interviews
Interviews are a central technique in qualitative inquiry, especially effective
for exploring individuals' perceptions, beliefs, and language-related
experiences (Cohen, Manion, & Morrison, 2017). Depending on the research
goals and epistemological stance, interviews may take different forms —
structured, semi-structured, or unstructured — each offering varying levels
of flexibility, comparability, and interpretive richness.

Table 27. Types of Interviews
Type Structure Flexibility Typical use Key strengths Limitations

Full Large-scale, Standardised Limited depth,
Structured Y Low comparative data, efficient, restricted
scripted . .
studies less bias responses
Explor: .
p o at.ory Time-
. . studies in Depth + .
Semi- Guided by . consuming,
Moderate education/ structure, . f
structured prompts . requires skilled
applied adaptable . .
. s interviewer
linguistics

Difficult to
compare or
analyse
systematically

Ethnographic or Rich,
No fixed . -
Unstructured . High narrative spontaneous
guide . : N
inquiry insights

1. Structured interviews

Structured interviews involve pre-determined questions asked in a fixed
order. This method is particularly useful in large-scale studies requiring
consistency across participants (Silverman, 2013). Its strength lies in
standardisation and efficiency, which facilitates statistical comparison and
minimises interviewer influence (Cohen et al., 2017). However, this rigidity
may restrict participants from expressing nuanced or context-specific
experiences (Bryman, 2016).
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2. Semi-structured interviews
Semi-structured interviews strike a balance between flexibility and
comparability. The researcher follows a thematic guide but can probe,
clarify, or explore emerging ideas (Gorden, 1987). This format is particularly
suited for studies examining learners' language acquisition journeys or
multilingual identities. While offering rich insights, the data can be
heterogeneous, requiring nuanced analysis and interpretive rigour (Bryman,
2016).

3. Unstructured interviews
Unstructured interviews are open-ended and participant-led. Common in
ethnographic and phenomenological research, this approach allows
participants to articulate their experiences in their own terms, revealing
deep cultural and emotional dimensions (Hammersley & Atkinson, 2007).
Despite their richness, unstructured interviews can be challenging to
analyse and may lack reliability due to high variability (Silverman, 2013).

Focus groups
Focus groups are interactive interviews involving multiple participants
discussing a shared topic, facilitated by a researcher. This method enables
researchers to explore group norms, social dynamics, and collective
meaning-making processes, especially valuable in applied linguistics
research on classroom discourse, language policies, or language attitudes
(Kitzinger, 1995).

Group dynamics and facilitation: Group dynamics are central to focus
group effectiveness. The interplay between participants can either enrich or
distort the data, depending on how inclusive and balanced the interaction
is (Morgan, 1996). Dominant voices can suppress dissenting perspectives,
while peer reinforcement may elicit richer expressions of belief or experience.

Facilitator role: A skilled facilitator ensures that the discussion remains
on-topic while creating a non-judgmental atmosphere that encourages
participation from all group members (Kitzinger, 1995). The facilitator’s
neutrality is essential to avoid leading participants or imposing
interpretations.

Encouraging participation and diversity: Ensuring diverse and equitable
participation is key to the trustworthiness of focus group data.

1. Encouragement techniques: Open-ended prompts, turn-taking, small-
group breakouts, and gentle redirection can foster more inclusive
discussions (Krueger & Casey, 2014).

2. Diverse representation: Purposeful sampling can ensure a range of
experiences, including differing levels of language proficiency, teaching
experience, or cultural background (Bryman, 2016).

Classroom observations
Classroom observation is an indispensable method for studying authentic
language teaching and learning practices. It allows researchers to document
interactions, routines, and behaviours in situ, revealing insights that
interviews or surveys alone may not capture (Cohen et al., 2017).

174



Table 28. Participant vs. Non-Participant Observation

Method Researcher role Advantages Disadvantages
. Active involvement Deep contextual Risk of bias; may
Participant . . .
. (e.g., teaching, understanding; disrupt natural
observation 2 .
assisting) firsthand perspective  classroom flow
Non- Detached observer ... . . May miss subtle
. . . Minimal interference; . .
participant (e.g., note-taking, interactions or learner

objective view

observation video) strategies

1. Participant observation
By actively engaging in classroom activities, researchers gain insider
insights into pedagogical approaches and learner behaviours. This method
fosters rapport and allows for an emic perspective (Hammersley & Atkinson,
2007), but it carries risks of observer effects and bias, especially if the
researcher influences the learning environment (Bryman, 2016).

2. Non-participant observation
As passive observers, researchers can study classroom interactions without
influencing them. This detachment increases objectivity but may result in a
limited understanding of internal processes such as learners’ cognitive
strategies or unspoken challenges (Silverman, 2013).

Ethical considerations in classroom-based research
Ethical integrity is paramount when observing educational settings,
particularly when working with minors or vulnerable populations.

Informed consent: Both teachers and students must be fully informed
about the study’s aims and procedures. For minors, parental consent is also
typically required (Cohen et al., 2017).

Confidentiality: Researchers must anonymise all data, ensuring that
names and identifiable details are removed from transcripts, reports, and
recordings (Bryman, 2016).

Minimising harm: The researcher must avoid disrupting learning, respect
cultural norms, and ensure that their presence does not cause discomfort
or power imbalances (Gorden, 1987).

Reflexivity and researcher positionality
Whether conducting interviews, focus groups, or observations, researchers
must engage in reflexivity—a critical awareness of how their own
background, beliefs, and presence may shape the research process
(Hammersley & Atkinson, 2007). This includes reflecting on:

e Power dynamics with participants

e Interpretive bias during data analysis

o Ethical tensions in representing participant voices authentically
Documenting reflexivity strengthens the credibility and trustworthiness of
qualitative research, especially in sensitive educational contexts.

Interviews, focus groups, and classroom observations offer
complementary avenues for exploring the lived realities of language learners
and educators. Each method carries unique strengths and challenges,
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requiring careful alignment with research questions, theoretical
frameworks, and ethical standards. Through deliberate design and reflexive
practice, these qualitative tools can generate deeply contextualised,
meaningful insights that inform both scholarly inquiry and pedagogical
practice.

i "‘
. Reflection questions

Q1. How does the degree of structure in an interview (structured, semi-
structured, unstructured) influence the type and quality of data collected in
linguistic research?

Reflect on how control vs. flexibility can affect the richness, reliability, and
comparability of your data.

Q2. In what ways can group dynamics in focus groups both enhance and
limit the depth of insights gained from participants?

Consider examples of dominant voices or marginalised perspectives in
multilingual or multicultural settings.

Q3. What are the ethical tensions involved in classroom observations,
especially when working with vulnerable populations such as young
learners or minority language speakers?

Reflect on your own position and how power imbalances might manifest in
field research.

Q4. How can reflexivity strengthen the credibility of qualitative research
involving human participants in educational contexts?

Think about your own biases, identity, or linguistic background and how
they might influence interpretation.

Q5. When might it be more appropriate to use participant observation rather
than non-participant observation in language education research?

Explore how the researcher’s involvement can shape access to authentic
data — and whether the trade-off is justified.

Exercises

Exercise 1: Interview protocol design
Develop an interview guide for a semi-structured interview aimed at
exploring language learners’ experiences with technology in the classroom.
Include 5-7 open-ended questions.
Identify follow-up probes for at least two questions.
Justify the choice of semi-structured format for this research topic.
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Exercise 2: Focus group simulation and analysis
Conduct or simulate a short focus group discussion (10-15 minutes) with
3—-4 peers or classmates on the topic: “Attitudes toward translanguaging in
multilingual classrooms.”
Record the session or take detailed notes.
Identify 2 instances of group dynamics affecting participation (e.g.,
dominance, silence, consensus).
Reflect on how the facilitator (you or someone else) influenced the quality
of the data.

Exercise 3: Observation planning sheet
Create a classroom observation plan for studying student interaction
patterns during group activities in an ESL class.
Choose either participant or non-participant observation and justify your
choice.
Define 3-4 key behaviours or events you will observe (e.g., turn-taking,
code-switching, questioning).
Include an observation schedule and notes template.

Exercise 4: Ethical scenario analysis
Read the following scenario and write a short (200-word) response:
You’re conducting a non-participant observation in a secondary school
classroom. One student begins exhibiting distress when you arrive,
becoming visibly withdrawn. The teacher advises you to continue as
planned.

Identify at least two ethical principles at stake.

Propose a course of action that prioritises the student's well-being

without compromising research integrity.
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4.5. Qualitative Data Analysis Methods: Thematic,
Discourse, and Content Approaches

Qualitative analysis interprets complex, often unstructured materials—
transcripts, texts, and classroom talk—to illustrate patterned meaning and
social process. This subchapter introduces three complementary lenses.
Thematic Analysis (TA) develops coded patterns into dataset-level themes
(Braun & Clarke, 2006; Saldafna, 2016). Discourse Analysis (DA) examines
how language enacts identities, power, and action, illustrated here through
Critical Discourse Analysis (CDA) and Conversation Analysis (CA). Content
Analysis systematises categorisation of textual/visual/audio data for
interpretive—and, where relevant, frequency-based—inference. For each,
purposes, units of analysis, and outputs are outlined, with applications from
applied linguistics and classroom research. A closing note summarises
practices that support rigour—reflexivity, audit trails, triangulation, coder
dialogue or agreement, and transparent reporting—linking to
validity/trustworthiness in Section 2.7 and to ethical safeguards in Chapter
3.

Thematic analysis

Coding breaks data into meaningful segments and provides the substrate
for TA, which organises patterned meaning—both semantic and latent—
across a corpus (Saldana, 2016; Braun & Clarke, 2006). In applied
linguistics and language education studies, coding spans interviews,
naturally occurring talk, classroom interaction, and learner reflections,
supporting insight into how language is structured, used, and learned.
Coding can proceed inductively (themes arising from the corpus) or
deductively (themes guided by theoretical constructs such as politeness or
interactional competence) (Braun & Clarke, 2006; Cohen, Manion, &
Morrison, 2017). Many projects also draw—heuristically—on a grounded-
theory lineage to stage coding work even when the endpoint is an
interpretive thematic account rather than formal theory (Strauss & Corbin,
1990).

Table 29. Stages of Coding from a Grounded Theory Lineage (Strauss & Corbin,
1990)

Example in Example in

Stage Purpose applied linguistics langua.ge Challenges
education
Open Identify initial Tagglng che Tagging “peer Proliferation
. concepts/ switching instances »
coding . : . feedback” moves of codes
categories in conversation
. Link codes into Llnkmg turn » Linking .
Axial . taking patterns « T Interpretive
R categories/ e . motivation” with .
coding . with “repair « ., drift
subcategories teacher praise

strategies”
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Example in Example in

Stage Purpose applied linguistics el:zg::tii; Challenges
Selective Integrate around Ne'gotlatlrig Negotiating » Abstraction
. politeness” as a classroom power
coding core themes demands
core theme as a core theme

Beyond coding, TA typically follows a transparent progression: (1)
familiarisation, (2) initial codes, (3) searching for themes, (4) reviewing
themes against extracts and the whole set, (5) defining and naming themes,
and (6) producing an analytic narrative with illustrative data (Braun &
Clarke, 2006). Themes can be pitched at a semantic level (what participants
explicitly say) or a latent level (underlying assumptions and meaning
systems), and can sit within realist or constructivist orientations, depending
on the study’s aims (Braun & Clarke, 2006; Nowell et al., 2017).

Applications in applied linguistics research include mapping semantic
fields and pragmatic functions in discourse corpora; tracing identity
positionings and stance in narrative interviews; and characterising
interactional themes—for example, how alignment, mitigation, or evaluation
recur across conversational episodes. Mini-vignettes often show how a
theme such as “calibrating epistemic authority” threads through advice-
giving sequences or media commentary.

Applications in language education research frequently address learner
affect (motivation, anxiety, belonging), teacher beliefs and classroom
discourse (pedagogy, power, responsiveness), and curriculum/policy
discourse and its classroom uptake. A theme like “assessment as
gatekeeping” might integrate student reflections, teacher talk around
feedback, and institutional texts, offering a cross-source account of how
evaluation shapes participation.

TA’s appeal lies in delivering a nuanced, dataset-level account that can
balance data-driven insight with theoretical framing. Credibility is
commonly supported by an audit trail of coding and theme development,
reflexive memos on the researcher’s role, peer discussion or coder dialogue,
attention to negative cases, and thick contextualisation so that readers can
judge transferability (Nowell et al., 2017; see also Section 2.7 and Chapter
3). In the wider toolkit, TA complements discourse-oriented approaches—
which interrogate how meanings are accomplished in interaction and
ideology—and content-analytic approaches—which systematise
categorisation and, where relevant, frequency patterns across larger
datasets.

Discourse Analysis
Where thematic analysis maps patterned meanings across a dataset,
discourse-oriented approaches ask how those meanings are produced in
interaction and ideology. Discourse Analysis (DA) examines language
beyond isolated sentences, attending to the social and contextual work that
talk and text accomplish (Gee, 2014; Wodak, 2001). It treats language not
as a neutral conduit but as a means of constructing identities, legitimising
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ideologies, and mediating power relations, situating educational practices
and everyday interactions within wider socio-political frameworks
(Fairclough, 2010; Rogers et al., 2005).

Two influential strands operate at different analytic grains: Critical
Discourse Analysis (CDA), which foregrounds macro-relations of
power/ideology, and Conversation Analysis (CA), which details the micro-
organisation of action in talk-in-interaction.

A. Critical Discourse Analysis (CDA)

CDA investigates how discourse, as social practice, reproduces or contests
inequality and dominance, typically through Fairclough’s (1992) triad of
textual analysis, discursive practice, and social practice (Fairclough, 2010;
van Dijk, 2008; Wodak & Meyer, 2001).

In applied linguistics, CDA traces how lexical and syntactic choices
position social identities across media, political, or institutional discourse.

In language education, analyses of curricula, textbooks, and teacher—
student talk often reveal how reform narratives, representational choices,
and directive forms enact authority, compliance, or resistance (Apple, 2004).

Table 30. Critical Discourse Analysis (CDA) Focal Domains and Typical Findings

Domain Focus of CDA Potential findings
Curriculum Language of reform, equity, Neoliberal values of
policy achievement individualism and accountability
Classroom Power enactment via directives, Teacher authority and student
discourse interruptions, questions resistance strategies
Textbooks Represeptatlon of gender, race, Hldfi(?l’l (':urrlcula and ideological
and nation positioning

A complementary lens at a finer grain is offered by CA.

B. Conversation Analysis (CA)
CA examines the sequential organisation of talk—turn-taking, action
formation, adjacency pairs, repair, and preference organisation—grounded
in audio/video records and Jeffersonian transcription (Sacks, Schegloff, &
Jefferson, 1974; Schegloff & Sacks, 1973; Schegloff, Jefferson, & Sacks,
1977; Jefferson, 2004; Schegloff, 2007; Sidnell, 2010). Analyses often
integrate multimodal conduct (gaze, gesture, posture), showing how
participants co-construct actions moment by moment (Goodwin, 2000) and
how knowledge/stance is displayed (Heritage, 1984, 2012). Evidence is
marshalled through cumulative collections and sequential “proof
procedures,” sometimes stress-tested with deviant-case analysis.

Applications in applied linguistics research include: (a) turn-taking and
timing across settings and languages (e.g., how transition-relevance places
are managed; Stivers et al., 2009); (b) action formation and epistemics (how
interrogatives or particles implement requests, invitations, challenges); (c)
repair organisation (preference for self-repair and methods for resolving
trouble; Schegloff, Jefferson, & Sacks, 1977); (d) multimodality (how
embodiment scaffolds reference and participation; Goodwin, 2000); and (e)
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code-switching in sequence (interactional placements and functions). CA
thus specifies how linguistic forms do social work in sequence, grounding
claims about action, stance, and participation.

Applications in language education research span: (a) the interactional
architecture of classrooms, including IRF/I-R-F cycles and task-in-process
talk (Seedhouse, 2004); (b) learning opportunities through repair, recasts,
and clarification requests, and learners’ trajectories of self-repair (Markee,
2000; Hellermann, 2008); (c) interactional competence (turn design,
sequence management, resource deployment) as a component of L2
development (Hall, Hellermann, & Pekarek Doehler, 2011); (d) management
and access (allocation of turns, wait-time, follow-ups; Walsh, 2011); and (e)
group-work dynamics (role negotiation, collaborative repair, links to task
outcomes). In short, where CDA addresses macro-relations of power and
ideology, CA details the micro-procedures that realise or resist them turn by
turn; together they often enrich or pinpoint patterns surfaced by thematic
or content analysis.

Content Analysis
Content Analysis provides transparent procedures for coding and, where
relevant, frequency-based inference, bridging qualitative interpretation and
quantitative summary (Krippendorff, 2019). Unlike DA—which is theory-led
and asks how meanings are interactionally or ideologically produced—
content analysis prioritises transparent categorisation and patterning
across many texts. It can target manifest content (what is explicitly stated)
and latent content (underlying meanings or assumptions). When the
analytic task is to systematise categorisation across larger corpora—textual,
visual, or audio—Content Analysis provides transparent procedures for
coding and, where relevant, frequency-based inference, bridging qualitative
interpretation and quantitative summary (Krippendorff, 2019). It can target
manifest content (what is explicitly stated) and latent content (underlying
meanings or assumptions).

Types of content analysis include conventional/inductive approaches
(categories emerging from data), directed/deductive approaches (coding
guided by theory or constructs), and summative approaches (counts leading
to contextual interpretation; Hsieh & Shannon, 2005).

Table 31. Types of Content Analysis and Typical Applications

Application in applied linguistics and

Ty A h ;
pe pproac language education
. Inductive, data- Exploring new learner discourses or emergent
Conventional 7 . .
driven classroom practices

Applying known constructs (e.g. identity,

Directed Theory-driven motivation) to student writing

Frequency + Analysing how often certain ideologies appear

Summative interpretation in textbooks or policy
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Applications in applied linguistics include mapping lexical/semantic fields
in media or political speech, analysing language ideologies in institutional
documents, and tracing diachronic shifts in corpora (e.g., immigration
metaphors across election cycles).

Applications in language education frequently address curriculum and
textbook representation, learner essays/reflections (affective or identity
themes), and teacher feedback (stance, mitigation, evaluative focus).

Table 32. Domains for Content Analysis in Applied Linguistics/Language Education

Domain Content focus Research insights
Language Representation of Degree of inclusivity, ideological
curriculum languages/cultures positioning

Language attitudes or Learner self-construction and
Student essays . . . N

identity themes affective positioning
Teacher Pragmatic and interpersonal Variability in tone, stance, and
feedback markers communicative strategy

Its strengths lie in scalability and replicability through explicit coding
frames; risks include decontextualisation if categories are too rigid or weak
theoretical anchoring. In practice, content analysis often interlocks with TA
(to articulate patterned meanings) and DA (to examine ideological or
interactional functioning), yielding layered accounts of both what appears
and how it does its social work.

Analytic rigour and transparency

Credibility is commonly supported by an audit trail of decisions and coding
iterations, reflexive memos on positionality, peer debriefing or coder
dialogue, deliberate searches for negative cases, and triangulation across
data sources or lenses. Some traditions report inter-coder agreement; many
interpretivist studies prioritise negotiated coding and transparency over
coefficients. Thick contextualisation enables readers to judge transferability
(see Section 2.7; Chapter 3).

\ "‘
. Reflection questions

3

Q1. How do thematic, discourse, and content analysis complement each
other in examining language data within educational contexts?

Reflect on situations where combining these approaches might yield a richer
understanding than using one method alone.

Q2. What are the epistemological assumptions behind each method (TA, DA,
CA), and how do they shape the research process and outcomes?

Consider how different worldviews (realist, constructivist, critical) influence
what counts as valid data or interpretation.

Q3. In what ways might your own linguistic or educational background
influence the coding and interpretation of qualitative data?
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Reflect on the role of researcher reflexivity and subjectivity in qualitative
analysis.

Q4. What ethical challenges can arise during qualitative data analysis,
especially when dealing with power dynamics in discourse or personal
narratives in education?

Consider implications of misrepresentation, selective reporting, or over-
interpretation.

Q5. How can thematic or content analysis inadvertently obscure the
discursive or ideological complexity of language use?

Discuss the risk of oversimplification and how to mitigate it through
methodological integration.

Exercises

Exercise 1: Coding practice exercise

Select a short excerpt from a learner interview or classroom transcript.
Perform open coding on the text. Identify initial codes and propose one or
two emergent themes.
Compare inductive vs. deductive approaches to this excerpt using a
chosen theoretical lens (e.g., motivation theory, politeness strategies).

Exercise 2: Discourse analysis comparison

Choose a policy document or textbook excerpt related to language

education.
Analyse the text using principles from Critical Discourse Analysis (CDA).
Apply Conversation Analysis (CA) to a classroom dialogue snippet and
compare the levels of insight each approach provides.

Exercise 3: Content analysis coding scheme design

Using a set of 5-10 short student reflections on language learning,
Design a coding frame for conventional (inductive) content analysis.
Modify it into a directed (deductive) coding scheme based on an existing
theory, such as self-determination or identity theory.

Exercise 4: Mixed-method integration challenge

Imagine you’re investigating language ideology in school curricula.
Propose a research design combining content analysis (to track keywords
or themes) and discourse analysis (to interpret ideological positioning).

& Outline a brief methodology section (150-200 words) that describes how

you'd integrate these approaches and why.
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4.6 Aligning Method Selection with Research Questions
and Contexts

Method choice follows the questions a study asks, yet it is also shaped
by the contexts in which those questions are asked. In applied linguistics
and language education, linguistic diversity, institutional constraints,
ethics, and resources frequently recalibrate otherwise “textbook” designs.
This subchapter links question types to method families (experimental,
survey, qualitative, mixed) introduced in Sections 2.1 and 4.1-4.5, then
surfaces contextual factors—participant characteristics, access and
logistics, ethics review, and data-quality concerns—that often require
adaptation. A final section foregrounds pragmatic flexibility: integrating
methods, scaling instruments, or sequencing components while maintaining
design congruence and evidential rigour (see Section 2.7; Sections 3.1-3.4).
Worked tables summarise alignments and typical adaptations so that
method selection remains principled, transparent, and responsive to the
realities of language education settings across varied institutions and
communities.

Contextual factors influencing method selection
The selection of appropriate research methods extends beyond theoretical
alignment with research questions to encompass a range of contextual
factors that shape feasibility, ethics, and validity in language education
research. Contextual considerations are especially salient in applied
linguistics, where diverse participant backgrounds, institutional settings,
and sociocultural dynamics exert significant influence on method suitability
and implementation (Ddrnyei, 2007; Creswell & Creswell, 2018).

1. Participant characteristics and accessibility
Participant demographics—including age, language proficiency, cultural
norms, and educational background—directly influence data collection
method choice. For example, studies involving young learners or
participants with limited literacy may require modifying or replacing
traditional surveys with interview-based methods that support verbal
expression and rapport-building (Merriam & Tisdell, 2016). Cross-cultural
research also demands sensitivity to linguistic and communicative
conventions; methods suitable in one context may be misunderstood or
inappropriate in another, requiring adaptation of instruments or approaches
(Kvale & Brinkmann, 2015).

2. Institutional and logistical constraints
Practical limitations such as institutional policies, access permissions, time,
and technology often restrict the feasible methods. Classroom research, for
example, faces strict schedules and curricular demands that limit lengthy
or intrusive data collection (Cohen, Manion, & Morrison, 2017). Additionally,
institutional review board (IRB) requirements impose ethical constraints
that may limit experimental manipulations or data types, requiring
researchers to balance rigour with compliance (Israel & Hay, 2000).
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3. Ethical considerations
Ethics fundamentally guide method selection, especially when research
involves vulnerable populations such as minors, language minorities, or
marginalised groups. Ensuring informed consent, confidentiality, and
minimising participant burden are paramount, which may favour less
invasive or more flexible qualitative approaches over rigid experimental
protocols in certain contexts (Orb, Eisenhauer, & Wynaden, 2001).
Moreover, reflexivity in method choice allows researchers to respect
participant agency and cultural values, promoting trustworthiness and
authenticity in the data collected (Lincoln & Guba, 1985).

4. Data quality and validity concerns
The reliability and validity of data hinge on methods being appropriate not
only to the research question but also to the context of data collection. For
example, survey instruments must be linguistically and culturally validated
for the target population to avoid measurement bias (Hambleton, Merenda,
& Spielberger, 2004). Similarly, observational or interview methods must be
designed to minimise researcher interference while maximising rich,
authentic data capture (Merriam & Tisdell, 2016). These concerns often
necessitate pilot testing, iterative refinement, and sometimes triangulation
of methods to enhance data trustworthiness (Maxwell, 2013).

In sum, context acts as a dynamic filter through which theoretical
method choices must be pragmatically adapted to ensure both ethical
integrity and data validity. As researchers engage with the complex realities
of language education settings, flexibility and cultural responsiveness
become integral to method selection. This nuanced appreciation of context
complements the foundational alignment of methods with research
questions and designs discussed in preceding chapters, establishing a
holistic framework for rigorous and meaningful research.

Aligning method selection to research question types
The fundamental principle of research design emphasises that the selection
of research methods must directly correspond to the nature and intent of
the research questions posed. As explored in earlier chapters (notably
Chapter 2.1), research questions in language education commonly fall into
four categories: causal, descriptive, exploratory, and explanatory (Creswell
& Creswell, 2018; Cohen, Manion, & Morrison, 2017). Each category
necessitates distinct methodological considerations to ensure that the data
collected adequately addresses the inquiry’s objectives and that findings are
both valid and meaningful.

1. Causal questions and experimental designs
Causal research questions aim to establish cause-effect relationships by
examining the influence of one or more variables on an outcome (Shadish,
Cook, & Campbell, 2002). For example: “Does explicit grammar instruction
improve learners’ mastery of English past tense?” These questions require
rigorous control of variables and conditions to isolate the independent
variable’s effect. Experimental designs are considered the gold standard for
causal questions because they maximise internal validity through
randomisation, control groups, and systematic manipulation (Creswell &
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Creswell, 2018). In applied linguistics, randomised controlled trials (RCTSs)
can assess pedagogical interventions by comparing post-intervention
outcomes between treatment and control groups. However, experiments’
feasibility may be limited in real-world educational settings due to ethical
constraints and ecological validity concerns (Doérnyei, 2007).

2. Descriptive questions and survey methods
Descriptive research questions seek to characterise phenomena,
behaviours, or attitudes at a specific time or over a period (Cohen et al.,
2017). For example: “What are language teachers’ attitudes toward Al tools
in classrooms?” Such questions often require data from larger populations
to identify patterns or distributions. Survey research, using structured
questionnaires or standardised instruments, is well suited for descriptive
inquiries. Surveys can be conducted cross-sectionally or longitudinally and
analysed quantitatively to reveal frequencies, means, and correlations
(Dérnyei, 2007). While surveys offer breadth and generalisability, they are
limited in explaining underlying causes or contextual nuances.

3. Exploratory questions and qualitative approaches
Exploratory research questions aim to understand experiences, perceptions,
or complex phenomena where knowledge is limited or fragmented. For
example: “How do bilingual teachers perceive their role in supporting
migrant students’ identity development?” These open-ended, emergent
questions require methods that allow depth and flexibility. Qualitative
methodologies—such as interviews, focus groups, ethnographic
observation, and discourse analysis—are well suited because they enable
rich, contextualised data collection and inductive analysis (Merriam &
Tisdell, 2016). These approaches highlight participants’ voices, offering
insights into meaning-making and social dynamics often missed by
quantitative methods.

4. Explanatory questions and mixed methods
Explanatory research questions investigate the mechanisms or reasons
behind observed phenomena, often combining description and causality.
For example: “How effective is a language learning app, and how do students
experience its use?” Such questions require both breadth and depth in data
collection and analysis. Mixed-methods research integrates quantitative and
qualitative approaches within a single study, leveraging their strengths to
provide comprehensive explanations (Tashakkori & Teddlie, 2010).
Sequential or concurrent designs enable triangulation, where findings from
one method inform or validate another, enhancing validity (Creswell &
Creswell, 2018). For instance, quantitative test scores assess learning
outcomes, while qualitative interviews capture user experiences and
contextual factors influencing effectiveness. The table below summarises
common alignments between question types, suitable methods, and
illustrative prompts.

186



Table 33. Research Question Types and Corresponding Methods

Research
question Description

type

Suitable

methods Example research question

Examines cause-effect = Experimental Does explicit grammar

Causal . . . instruction improve EFL

relationships design o

writing accuracy?
. DCSCI'leS. . Survey What are teachers’ attitudes
Descriptive characteristics or . .
research toward Al tools in education?
patterns
. e How do bilingual teachers

Exploratory Explores experiences or Qualitative support migrant student

perceptions methods identity?
Explores reasons/ . How effective is a language
. ! Mixed -
Explanatory mechanisms behind learning app, and how do
methods . .
phenomena students experience it?

Systematically aligning research questions with appropriate methods
enhances the coherence, validity, and impact of studies. This alignment
ensures method choices are deliberate and tailored to the inquiry’s
demands, supporting rigorous investigation and credible conclusions in
language education research.

Practical considerations and methodological flexibility

1. Resource availability and feasibility
Resource constraints—time, funding, staffing, access to sampling frames,
and technology—shape what is feasible without undermining coherence. In
many settings this results in scaled designs (e.g., within-class blocked
comparisons rather than full RCTs), lighter-touch instruments (short forms;
event-based sampling), or modality shifts (asynchronous online interviews
instead of in-person) while preserving construct alignment. When specialist
analyses or proctoring are unrealistic, collaboration and staged designs
(pilot — refined main study) often maintain rigour within limits (Maxwell,
2013; Doérnyei, 2007).

2. Ethical and institutional constraints
Ethical considerations are crucial in educational research, especially when
involving minors or vulnerable populations. Institutional review boards
(IRBs) and ethics committees set requirements that affect method choice
and data collection. For example, manipulating educational conditions
experimentally may raise concerns about fair treatment or participant harm
(Creswell & Creswell, 2018). Additionally, informed consent, confidentiality,
and participant autonomy require flexible protocols, particularly in
qualitative studies on sensitive topics (Merriam & Tisdell, 2016).
Researchers may need to adapt interview questions or observations to
respect participant comfort and cultural norms, highlighting the dynamic
nature of method implementation.
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3. Access and participant recruitment
Access to research settings and participants significantly influences
methodological choices. Language education studies often require entry to
schools, classrooms, or communities, which gatekeepers like administrators
or parents may restrict. Limited access can reduce sample sise, participant
diversity, and experimental control feasibility. Qualitative research, using
purposive or snowball sampling, can sometimes bypass these limits by
prioritising depth over breadth (Creswell & Poth, 2018). Conversely,
quantitative studies aiming for representativeness may face recruitment
challenges, requiring flexible sampling or mixed methods to balance scope
and depth.

4. Researcher expertise and methodological competence
A researcher’s expertise with specific methodologies strongly affects method
selection and quality of implementation. Experimental designs require
knowledge of statistical controls and protocols, while qualitative research
demands skills in data collection methods like interviewing and thematic
analysis (Cohen et al., 2017).

Mixed-methods research especially requires versatility and the ability to
integrate qualitative and quantitative data effectively (Tashakkori & Teddlie,
2010). Thus, training and collaboration often guide methodological choices,
highlighting the need to align research questions with both suitable methods
and researcher competence.

5. Methodological flexibility and adaptation
Given these practical considerations, methodological flexibility is essential.
Researchers must balance ideal alignments with contextual realities,
adapting instruments, procedures, or research questions to fit constraints
while maintaining scientific integrity (Maxwell, 2013). For example, a limited
experimental design might be supplemented with qualitative interviews to
enrich interpretation and offset small samples. Alternatively, a large-scale
survey may be scaled down and paired with case studies due to recruitment
issues. These adaptive strategies highlight the pragmatic, iterative nature of
method selection in language education research, guided by both theory and
context.

Table 34 summarises recurrent constraints and workable adaptations.

Table 34. Practical Considerations Affecting Method Selection
Consideration Impact on method selection Example adaptations

Limits scale and complexity;

Resource . . Online surveys instead of large-
N favours less resource-intensive .
availability scale experiments
methods
Ethical May restrict experimental Use of anonymised qualitative
constraints manipulation or data collection interviews

Influences sample size and

Access and diversity; may limit

Employ purposive sampling or

recruitment . mixed methods
experimental control
Researcher Determines feasible methods; Collaboration with
expertise affects data quality methodologists; targeted training
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Consideration Impact on method selection Example adaptations

Need for Encourages adaptive, iterative Combining methods or revising
flexibility approaches research questions

These adaptations preserve construct alignment and ethical integrity
when ideal designs are constrained. Selecting appropriate research methods
in language education is inherently complex, requiring a balance between
theoretical alignment, contextual sensitivity, and practical feasibility. As this
chapter has shown, congruence between research questions and methods
is essential for producing credible and meaningful findings.

Yet, ideal alignment often faces real-world constraints such as limited
resources, ethical requirements, access challenges, and researcher
expertise. These factors demand methodological flexibility and adaptive
strategies that preserve scientific rigour while respecting contextual
relevance.

» Reflection questions

Q1. How can the contextual realities of a research setting—such as
participant demographics, institutional policies, or ethical limitations—
shape your choice of methods, even if they are not your first theoretical
preference?

Q2. Reflect on a research scenario where a mismatch between the research
question and method could undermine the validity of the study. What would
be the consequences? How could that be corrected?

Q3. In what ways can cultural and linguistic diversity among participants
challenge the standard use of surveys or interviews? How might these
methods be adapted to maintain data quality and ethical integrity?

Q4. Why is methodological flexibility important in applied linguistics
research, and how can researchers maintain scientific rigour while adapting
to real-world constraints?

Q5. What strategies could a researcher use to ensure that their own
methodological competencies (or limitations) do not compromise the
alignment between research questions and methods? How might
collaboration support this?

Exercises
Exercise 1: Case alignment exercise

You are designing a study on how multilingual learners experience code-
switching in the classroom.

189



Identify the type of research question (causal, descriptive, exploratory, or
explanatory).

Propose a suitable method or combination of methods.

Justify your selection based on the contextual factors discussed in the
chapter.

Exercise 2: Adaptation scenario
Imagine you planned to administer a written survey to adult ESL learners
but discover many have limited literacy skills.
Revise your method to better suit this population.
Briefly outline how you would ensure that your data remains valid and
ethically collected.

Exercise 3: Method selection mapping

Create a table (or diagram) that maps out the four types of research
questions (causal, descriptive, exploratory, explanatory) with appropriate
method types, possible contextual challenges, and example adaptations.
Use examples relevant to applied linguistics or language education.

Exercise 4: Critical reading task
Find a published mixed-methods study in applied linguistics or language
education.
Summarise the research question(s).
Identify which methods were used.
Analyse whether the methods were well-aligned with the research
questions and context. What worked well? What might have been
improved?

Conclusion to Chapter 4
Chapter 4 mapped the terrain of methods in applied linguistics and
language education by linking data forms, collection modes, and analytic
lenses to research aims and contexts. Quantitative approaches—surveys,
questionnaires, and language tests—support breadth, comparability, and,
where appropriate, causal inference. Their value rests on clear construct
definition, careful item design, piloting, and evidence of reliability and
validity, including transparent scoring, rater training, and agreement
reporting for productive skills. Experimental and quasi-experimental
designs foreground internal validity, while naturalistic approaches
emphasise ecological validity through interviews, focus groups, and
classroom observations that capture situated practice and interaction.

Qualitative analysis was framed through three complementary lenses.
Thematic analysis organises patterned meaning across a corpus, moving
from coding to coherent themes. Discourse analysis attends to the social
work of language, from macro-ideology (critical discourse analysis) to the
micro-sequential organisation of talk (conversation analysis). Content
analysis provides a systematic bridge between qualitative interpretation and
frequency-based description, scaling to larger datasets while retaining
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contextual reading. These lenses address different units of analysis and can
be combined when warranted by the questions and materials.

Method selection ultimately follows the logic of the research questions—
causal, descriptive, exploratory, or explanatory—while remaining sensitive
to ethics, access, participant characteristics, and resources. Constraints
seldom invalidate inquiry; they prompt principled adaptation: scaled
interventions, lighter-touch instruments, mixed-method designs, or staged
studies that retain coherence with constructs and contexts. Throughout,
analytic rigour is supported by reflexivity, audit trails, triangulation, and
disclosure of design decisions and limitations. Ethical commitments from
earlier chapters—consent, confidentiality, data governance, and fairness—
extend into instrument use, observational practice, and reporting.

Taken together, the chapter argues for method as a consequence of
purpose and context, not habit. Coherent alignment, transparent
procedures, and theoretically informed integration across data forms and
analyses enable claims that are meaningful for scholarship and useful for
pedagogy. The result is a repertoire that is plural yet principled: capable of
testing effects, describing patterns, and interpreting meanings without
losing sight of participants, settings, or the ethics that sustain trust.

Key takeaways

e Methods follow questions; context and constraints refine feasible,
defensible choices.

e Quantitative instruments require construct alignment, piloting,
reliability /validity, and calibrated scoring.

e Experimental and naturalistic approaches trade internal and
ecological validity, and can complement.

e Thematic, discourse (CDA/CA), and content analyses target different
units; integrate judiciously.

e Mixed methods strengthen explanations; transparency, reflexivity,
and ethics sustain credibility.
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CHAPTER 5. MIXED METHODS
AND DIGITAL METHODOLOGIES

5.1 Mixed-methods research: Principles and designs

5.2 Corpus linguistics: Compilation, annotation, and analysis

5.3 Software tools for data collection and analysis (NVivo, MAXQDA, SPSS,
R)

5.4 Online and technology-enhanced methods: Digital data, learning
analytics, and remote research designs

Research in applied linguistics and language education increasingly
relies on approaches that capture the complexity of language and learning
across varied, real-world contexts. This chapter introduces methodological
frameworks and tools that support such multifaceted inquiry. Section 5.1
outlines mixed-methods research, focusing on core integration logics
(convergent, explanatory, exploratory), sequencing, and points of integration
that link quantitative breadth with qualitative depth while maintaining
design coherence. Section 5.2 turns to corpus linguistics, covering corpus
compilation, sampling and representativeness, annotation, and basic
analytical procedures used to reveal patterned language use across large
textual datasets. Section 5.3 surveys software that underpins contemporary
analysis pipelines: NVivo and MAXQDA for qualitative coding and audit
trails; SPSS and R for statistical modelling, visualisation, and reproducible
workflows; and practical interoperability between these tools. Section 5.4
examines online and technology-enhanced methods—digital data sources,
learning analytics, remote and hybrid designs—that have reshaped data
collection and participation, with attention to consent, privacy, and data
governance. Together, these sections provide a concise roadmap to
contemporary methodological innovations, emphasising principled
alignment of methods with research questions, contexts, and ethical
obligations, and building on earlier discussions of design logic (Chapter 2),
qualitative /quantitative choices (Chapter 4), and digital ethics (Chapter 3).
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5.1 Mixed-methods Research: Principles and Designs

Mixed-methods research has become pivotal in applied linguistics and
language education, integrating qualitative and quantitative approaches to
address complex phenomena that neither can capture alone (Creswell,
2014; Tashakkori & Teddlie, 2010). In applied linguistics, corpus
frequencies, reaction times, and surveys sit alongside ethnography,
interviews, and discourse analysis to connect patterned usage with social
meanings and cognitive processes (Labov, 1972; Eckert, 2018). In language
education, tests, ratings, and surveys quantify progress, while observations
and interviews shed light on pedagogical, motivational, and sociocultural
influences (Dérnyei, 2005; van Lier, 2004). This subchapter outlines core
integration logics (sequential, convergent, transformative), design planning
and integrity, and pragmatic benefits and challenges, then illustrates
applications across SLA motivation, classroom discourse, and
bilingualism/identity. The aim is to show how principled integration yields
breadth plus depth for questions spanning language use, acquisition, and
instruction.

Integrating qualitative and quantitative data
The core of mixed-methods research is the intentional integration of
qualitative and quantitative data to yield a more comprehensive
understanding of research questions than either method alone. In applied
linguistics and language education, such integration is crucial due to the
intricate relationship between measurable language phenomena and the
sociocultural contexts in which language is learned and used.

Qualitative data typically include rich, contextual insights gathered
through semi-structured interviews, focus groups, participant observation,
discourse or conversation analysis, and ethnographic fieldwork. These
methods reveal participants’ experiences, beliefs, motivations, and social
interactions, offering nuanced perspectives on the lived realities of learners,
teachers, and communities (Hymes, 1972; Gee, 2014).

In contrast, quantitative data encompass experimental results, surveys,
corpus frequency counts, proficiency scores, and statistical models. These
enable researchers to quantify phenomena, identify patterns across larger
samples, and test theoretical predictions with empirical precision (Labov,
1972; Ellis, 2015).

The challenge and opportunity of mixed-methods research lie in aligning
these data streams, so they complement and inform each other. Several
integration strategies are widely used:

1. Sequential design collects one type of data first to inform the next. For
example, interviews might uncover motivational themes that guide the
development of a subsequent survey (Creswell, 2014).

2. Convergent design gathers qualitative and quantitative data
simultaneously, analyses them separately, then compares and synthesises
the findings. This facilitates triangulation—e.g., corpus data on pragmatic
marker frequency (quantitative) paired with discourse analysis of
conversations (qualitative) (Fetters, Curry, & Creswell, 2013).
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3. Transformative design frames the study within a theoretical or social
justice lens. A researcher may combine interviews on bilingual students’
identity formation with surveys on language use, integrating findings to
inform inclusive educational policy (Mertens, 2010; Johnson, Onwuegbuzie,
& Turner, 2007).

Integration can occur during data collection (e.g., using interview results
to shape survey items), analysis (e.g., merging themes and statistics in joint
displays), or interpretation (e.g., linking narrative insights to quantitative
trends). This iterative process enhances both validity and depth, allowing
researchers to capture the full scope of linguistic phenomena. The following
table summarises common integration techniques with typical advantages

and challenges.

Table 35. Techniques for Integrating Qualitative and Quantitative Data

Technique Description Advantages Challenges
One data type Can build on initial
Sequential collected first, qualitative insights to Time-consuming and
design followed by the inform subsequent may introduce biases.
other. quantitative research.
Data collected Offers a more Can be challenging to
Convergent . . . . .
design simultaneously, comprehensive view of integrate dlfferent data
analysed separately. the research question. types effectively.
. Mixed mgthqu Allows deeper insights  Requires careful
Transformative framed within a . . .
. . . into both context and theoretical alignment
design theoretical or social

generalisable patterns.

and interpretation.

justice lens.

Designing balanced mixed-method studies
Designing a balanced mixed-methods study requires careful planning to
ensure that qualitative and quantitative components align with the research
objectives. Each approach must retain its methodological integrity, while
their combination should yield deeper insights than either could provide
alone. In applied linguistics and language education research, this involves
acknowledging that both the measurable aspects of language (quantitative)
and the social, cultural, and experiential dimensions (qualitative) are
essential for a comprehensive understanding.

Below is a step-by-step guide to designing a balanced mixed-method
study:

1. Define research questions
Formulate questions that address both quantitative and qualitative
dimensions. For example: How does the frequency of corrective feedback
(quantitative) affect learners’ perceptions of classroom dynamics (qualitative)?
Mixed methods are ideal for exploring such multifaceted questions.

2. Select the appropriate design
Choose a mixed-methods design that fits your research objectives—
sequential, convergent, or transformative (Creswell, 2014). For instance, use
a sequential design to explore attitudes qualitatively before quantifying
them, or a convergent design to examine both simultaneously.
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3. Choose data collection methods
Select tools that suit each data type. In applied linguistics, this may involve
combining discourse analysis (qualitative) with proficiency tests
(quantitative). In language education, surveys of teaching practices can be
paired with interviews on teacher beliefs.

4. Data integration planning
Decide when and how to integrate the data. This could involve connecting
datasets (e.g., using qualitative results to inform a survey), merging datasets
during analysis, or embedding one data form within the other (Fetters et al.,
2013).

5. Analysis and interpretation
Apply appropriate analytic methods: thematic or conversation analysis for
qualitative data, and statistical tools (e.g., SPSS, R) for quantitative data. In
interpretation, weave the findings together—showing how each data type
informs and enriches the other.

Benefits of a balanced approach

1. Triangulation and validity: Combining different data sources allows
cross-validation of findings, enhancing credibility and reducing bias
(Tashakkori & Teddlie, 2010).

2. Comprehensive understanding: The interplay of numerical data and
rich narratives deepens insights into language learning processes, teaching
effectiveness, and sociolinguistic phenomena (Johnson, Onwuegbuzie, &
Turner, 2007).

3. Flexibility: Mixed methods accommodate complex linguistic and
educational contexts where rigid quantitative or qualitative methods alone
may fall short.

Case examples in applied linguistics and language education
Mixed-methods research has been especially effective in applied linguistics
and language education, where complex phenomena often defy simple
categorisation. By combining qualitative and quantitative approaches,
researchers can examine language as a social, cognitive, and educational
phenomenon—exploring how it is used, learned, taught, and shaped by
ideology. The following are three illustrative cases where mixed-methods
designs have yielded particularly valuable insights.

1. L2 Motivation and language proficiency
In second language acquisition (SLA), exploring the link between motivation
and performance requires both measurable data and attitudinal insights.
For instance, Maclntyre and Charos (1996) used a convergent mixed-
methods design, combining quantitative surveys of motivational orientations
(e.g., intrinsic vs. extrinsic) with qualitative interviews about learners’ goals,
emotions, and learning contexts.

Quantitative  component: Likert-scale questionnaires assessing
motivation-related constructs such as anxiety, self-efficacy, and willingness
to communicate.

Qualitative component: Semi-structured interviews exploring learners’
narratives about language learning challenges and successes.
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This convergent design enabled the researchers to examine whether
statistically significant motivational factors aligned with learners’ subjective
accounts. By integrating numerical trends with rich narratives, the study
provided a more comprehensive understanding of what drives successful
language learning.

2. Classroom discourse and learning outcomes
In classroom-based research, mixed methods allow scholars to connect
interactional discourse features with measurable learning outcomes. In
classroom-based research, sequential explanatory designs have linked
interactional features to learning gains (Creswell & Plano Clark, 2018).

Qualitative component: Video-recorded classroom observations and
discourse analysis focusing on interactional practices such as turn-taking,
scaffolding, and repair sequences.

Quantitative component: Pre- and post-tests measuring students’
vocabulary acquisition or learning gains.

This sequential explanatory design uncovered specific communicative
strategies—like code-switching and metalinguistic feedback—and then
quantified their impact on learning. By linking discourse analysis with test
results, the study demonstrated how interaction patterns translate into
student achievement.

3. Bilingualism, identity, and language use
Studies in sociolinguistics and bilingual education often use transformative
mixed methods to investigate identity, ideology, and power. Cummins (2000)
exemplifies this by integrating survey data on language use with interviews
and ethnographic field notes to explore how bilingual students negotiate
cultural identity in school and home settings.

Quantitative component: Surveys capturing students’ self-reported
language use across contexts (e.g., home vs. school, formal vs. informal).

Qualitative component: In-depth interviews with students and families,
school observations, and artefact analysis (e.g., student writing).

This transformative mixed-methods design used a critical pedagogical
lens to focus on access, representation, and empowerment. It connected
broad patterns of bilingual language use with lived experiences of
marginalisation or affirmation, highlighting the need for inclusive language
education policies. The table below sketches three common application
areas and their integration logic.

Table 36. Examples of Mixed-Methods Research in Applied Linguistics and Language
Education

Study focus Qualitative data Quantitative data Integration approach

.. Interviews on learner Surveys measuring Convergent: Comparin
L2 motivation Y g g p g

. attitudes and motivation types, narrative themes with

& proficiency N
motivations test scores survey outcomes
Classroom . . Pre- and post-tests Sequential: Discourse
) - Discourse analysis of . . .
interaction & of learner informs interpretation of
. classroom talk -

learning achievement test results
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Study focus Qualitative data Quantitative data Integration approach

- . Ethnographic Surveys on language Transformative: Critical
Bilingualism . : . . S
& identity interviews, use patterns across integration of qualitative
observations, artefacts contexts and quantitative insights

Mixed methods research offers a robust and flexible framework for
investigating the complexities of both applied linguistics and language
education. By integrating qualitative depth with quantitative breadth,
researchers can address multifaceted questions related to language use,
acquisition, pedagogy, identity, and policy. Whether exploring learner
motivation, classroom discourse, or sociolinguistic dynamics, the
combination of methodological approaches enables richer, more credible,
and more actionable findings. As the fields continue to evolve in response to
social, technological, and pedagogical changes, mixed methods provide a
powerful toolset for capturing the full scope of language-related phenomena
— from individual learner experiences to broad institutional trends.

3 .‘ ”‘
. Reflection questions

Q1. What are the primary strengths and challenges of integrating qualitative
and quantitative data in language education research?

Q2. How do sequential, convergent, and transformative mixed-methods
designs differ in purpose and application?

Q3. In what ways can context—such as participant characteristics or
institutional settings—influence the feasibility and design of a mixed-
methods study?

Q4. How does the integration stage (e.g., during collection, analysis, or
interpretation) influence the overall validity and insightfulness of a mixed-
methods study?

Q5. Reflect on a language learning or teaching scenario you are familiar
with. What kinds of data (qualitative and quantitative) would be most useful
for studying it, and why might a mixed-methods approach be more effective
than using only one?

Exercises

Exercise 1: Design mapping exercise
Choose one research question from language education (e.g., related to
learner motivation, feedback, identity, or classroom practices).
Identify an appropriate mixed-methods design (sequential, convergent, or
transformative).
Briefly outline what types of data you would collect and how you would
integrate them.
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Exercise 2: Integration challenge
You’re given the following two datasets from a fictional study on online
language learning:
Quantitative: Survey results showing 80% of learners feel they improved
speaking skills.
Qualitative: Interview excerpts reveal several learners felt isolated and
lacked speaking opportunities.
& Write a short paragraph interpreting how these findings might be
integrated. What tensions or insights arise?

Exercise 3: Case comparison activity
Review the three case examples from the subchapter (L2 motivation,
classroom discourse, bilingualism and identity).
Create a table comparing each study’s research focus, design type,
integration strategy, and key benefit of using mixed methods.
What do these examples suggest about the adaptability of mixed-methods
designs?

Exercise 4: Method matching task
Match each research aim below with the most suitable mixed-method
design:
Understanding how EFL learners emotionally respond to Al tools and how
it affects their test performance.
Examining broad language use patterns among immigrant families and
how these relate to their identity narratives.
Exploring language learners’ feedback preferences and then developing a
survey to test those preferences on a larger scale.
& Label each as sequential, convergent, or transformative and explain your
reasoning in 2-3 sentences.
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5.2 Corpus Linguistics: Compilation,
Annotation, and Analysis

Corpus linguistics analyses authentic language with large, structured
collections—written, spoken, and multimodal—using computational tools to
expose patterns beyond intuition (McEnery & Hardie, 2012; Biber, Conrad,
& Reppen, 1998). This subchapter sets out core decisions for building and
exploiting corpora in applied linguistics and language education: selecting
general or specialised, spoken or written, parallel, multimodal, learner, or
pedagogic corpora; planning principled sampling for representativeness; and
adding annotation layers—part-of-speech tags, lemmas, syntactic parses,
semantic/pragmatic labels, and learner-error coding (Sinclair, 2005;
Granger, 2002). It then surveys analysis techniques and tools—
concordancing, frequency and keyword searches, collocation and
phraseology, multidimensional analysis—and illustrates classroom
applications in vocabulary, grammar, materials design, ESP syllabus
development, and data-driven learning (Johns, 1991; Nation, 2013). Brief
tables summarise options and pitfalls, and notes highlight transparent
reporting conventions.

Types of corpora
Corpus linguistics employs a range of corpus types tailored to different
research goals and educational contexts. Corpus choice depends on factors
such as research questions, language variety, and the desired linguistic
scope (McEnery & Hardie, 2012; Hunston, 2002).

1. General vs. specialised corpora
General corpora, such as the British National Corpus (BNC), represent a
wide cross-section of language, encompassing both spoken and written
genres (Leech, 1992). They support broad analyses of frequency, grammar,
and lexical patterns.
Specialised corpora focus on specific domains (e.g., academic, legal, or
medical discourse) and are used to examine register variation, technical
vocabulary, and discourse features (Hyland, 2004; Biber & Gray, 2010).

2. Written and spoken corpora
Written corpora include genres such as novels, newspapers, and academic
prose, offering stability and ease of compilation. A corpus, then, is best
understood as “a collection of naturally-occurring language text, chosen to
characterize a state or variety of a language” (Sinclair, 1991, p. 171), which
underscores  why  decisions about sampling, Dbalance, and
representativeness are crucial at the compilation stage.
Spoken corpora, such as MICASE or the London-Lund Corpus, capture real-
time spoken interaction, aiding research on pragmatics and discourse
(Carter & McCarthy, 1995; Swales & Malczewski, 2001). Table 37 maps
common corpus types to modality, canonical examples, and typical
applications.
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Table 37. Corpus Types, Modality, Examples, and Applications

Corpus

type Modality Example Research applications

General Written/ British National Corpus Frequency analysis, standard

corpus spoken (BNC) usage patterns

Specialised Written British Academic Academic discourse, lexical

corpus Written English (BAWE) bundles

Spoken MICASE, London-Lund Discourse features, pragmatics,
Spoken . .

corpus Corpus interaction

Learner Written/ ICLE, LINDSEI SLA, error analysis, interlanguage

corpus spoken features

Pedagogic . Teacher-selected texts = Materials development, graded
Written .

corpus for ESL learners language input

3. Multimodal and parallel corpora
* Multimodal corpora combine verbal and visual data (e.g., gesture or facial
expressions) to study non-verbal communication (Adolphs & Carter, 2013).
* Parallel corpora offer translations of the same text across languages, useful
in translation studies (Johansson & Hofland, 1994).
* Comparable corpora feature matched texts across languages without being
direct translations, allowing for cross-cultural comparison.

Corpus compilation and annotation
The value of any corpus depends heavily on how it is compiled, structured,
and annotated. These processes require careful methodological decisions
that impact the corpus's representativeness and research applicability
(Sinclair, 2005; McEnery & Hardie, 2012).

1. Corpus design and compilation
A well-designed corpus begins with a clear research purpose. Decisions
must be made regarding:

o Text selection: What genres, registers, or communicative contexts
are to be included?

e Sampling: How large should the corpus be? Should it be balanced
across modalities (spoken/written), demographics, or time periods?

e Representativeness: How well does the corpus reflect the variety of
language being studied (e.g., academic English, teenage speech,
learner language)?

Kennedy (1998) highlights the need for corpora to be large and varied

enough for generalisation but focused enough to address specific questions.
2. Annotation and markup

Annotation is the process of enriching corpus texts with linguistic metadata.

Common forms of annotation include:

o Part-of-speech tagging: Assigning grammatical labels to each word
(e.g., noun, verb, adjective), often using automatic taggers like
CLAWS or TreeTagger.

¢ Lemmatisation: Reducing words to their base or dictionary form (e.g.,
running — run).
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e Syntactic parsing: Marking sentence structure and hierarchical
relationships between constituents (e.g., subject, object, modifier).

e Semantic and pragmatic annotation: Labelling meaning categories,
speech acts, or discourse features such as hedging, stance, or
politeness markers.

These annotations are typically implemented using XML-based formats,
enabling interoperability and machine readability (Ide, Romary, & Erjavec,
2009).

3. Learner-specific annotation
In second language acquisition (SLA) and language pedagogy, learner
corpora include additional annotation layers like:

e Error tags: Coding grammatical, lexical, or pragmatic errors in
learner output.

o Interlanguage phenomena: Annotating non-target-like but
systematic forms that reflect developmental stages in language
learning (Granger, 2002).

o Task metadata: Information about prompts, task conditions, or
proficiency levels.

Examples include the International Corpus of Learner English (ICLE) and
the LINDSEI corpus, which support studies in SLA and error analysis
(Granger et al., 2009; Gilquin, De Cock, & Granger, 2010).

Table 38. Common Annotation Layers in Corpora and Typical Tools
Annotation type Purpose Tools/Methods

Part-of-speech tagging Grammatical categorisation = CLAWS, TreeTagger
Lemmatisation Lexical normalisation Sketch Engine, NLTK

Structural analysis of

Syntactic parsing Stanford Parser, UDPipe

sentences
Semantic/Pragmatic Meaning, speech acts, Manual annotation, UAM
labels discourse roles CorpusTool
. SLA-specific annotation for = ERRANT, custom XML
Error coding
learner language schemes

In sum, careful corpus compilation and detailed annotation are
foundational for valid, replicable corpus research and pedagogy (Leech,
2005; McEnery & Hardie, 2012).

Corpus tools and methods of analysis
Corpus linguistics gains strength not only from large datasets but also from
sophisticated tools and methods that reveal linguistic patterns. These tools
help identify frequency distributions, collocations, grammatical structures,
and discourse features to support both descriptive and inferential research
(Biber et al., 1998; McEnery & Hardie, 2012).
A. Key corpus analysis tools
e AntConc (Anthony, 2020): Free, user-friendly; offers concordancing,
keyword analysis, collocations, frequency lists; popular in
education and small corpus research.

206



o Sketch Engine (Kilgarriff et al., 2014): Commercial, web-based,;
advanced querying across languages; “word sketches” summarise
grammatical and collocational behaviour.

e WordSmith Tools (Scott, 2017): Robust frequency analysis,
concordancing, keyword comparison; useful for diachronic and
register contrastive studies.

e LancsBox (Brezina et al., 2021): Modern graphical suite integrating
concordancing, collocations, networks, and part-of-speech tagging
with an intuitive interface.

B. Methods of corpus analysis

Corpus analysis involves both quantitative and qualitative methods, often
integrated to uncover usage patterns, contextual meanings, and variation
across contexts.

1. Frequency analysis: Identifies most common words/structures; key for
vocabulary profiling and syllabus design (Nation, 2013; Biber et al., 1999).

2. Concordance analysis: Displays words/phrases in context to explore
meaning and usage patterns; central in data-driven learning (Johns, 1991).

3. Collocation and phraseology: Studies statistical co-occurrences (e.g.,
“strong tea” vs. “powerful tea”) informing lexical priming and natural
language teaching (Hoey, 2005; Sinclair, 1991).

4. Keyword analysis: Compares target and reference corpora to find
distinctive words; used in genre analysis and ESP material design (Tribble,
2002).

S. Multidimensional analysis: Uses factor analysis to group linguistic
features into dimensions like formality or informational density, revealing
register variation (Biber, 1988).

Table 39. Software Tools and Methods

Method Purpose Common tools Applications
. AntConc, Sketch Vocabulary
. Identify common - :
Frequency lists words structures Engine, profiling, syllabus
WordSmith design

Concordancin View keyword in AntConc, Discourse analysis,

€  context LancsBox phraseology, DDL
Collocation Identify typical co-  Sketch Engine, Teachln‘g

. collocations,

analysis occurrences LancsBox

semantic prosody

Identify over-/

. WordSmith, Genre studies, ESP
Keyword analysis underrepresented

Sketch Engine  materials design

words
Annotate CLAWS, Grammatical
Part-of-Speech . .
tacoin grammatical TreeTagger, profiling, error
geing categories UDPipe analysis
Multidimensional Explore co-occurring Biber Tagger, Register variation,
analysis linguistic features custom scripts  stylistic studies
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Multiple methods often combine for a comprehensive analysis—for example,
frequency analysis with concordancing and collocation study.

Applications in language education
Corpus linguistics has significantly influenced modern language education
by providing authentic data that informs vocabulary, grammar, discourse,
and register teaching. This empirical approach supports teachers,
curriculum designers, and learners in making informed, evidence-based
decisions (Biber, Conrad, & Reppen, 1998).

1. Corpus-informed vocabulary and grammar teaching
Corpus-derived frequency lists, such as the Academic Word List (Coxhead,
2000) and British National Corpus data, help prioritise high-utility words
relevant to learners’ academic or professional goals. These data challenge
assumptions about important vocabulary, highlighting the predominance of
function words and multiword expressions over isolated content words
(Nation, 2013; Biber et al., 1999).

In grammar instruction, corpora reveal usage patterns differing from
prescriptive norms. For example, modal verbs function as hedging devices
in academic writing, and passive constructions vary by register (Biber et al.,
1999). This encourages teaching that emphasises pragmatic and register
awareness over rote rules (Kennedy, 1998; Réomer, 2011).

2. Corpus-informed materials development
Corpus linguistics has influenced dictionaries, grammar references, and
textbooks. The Collins COBUILD Dictionary (1987) was among the first to
base entries on real usage. Similarly, The Longman Grammar of Spoken and
Written English (Biber et al., 1999) describes structural variation across
genres.

Materials developed from corpus data offer learners realistic exposure to
patterns, collocations, and genre-specific structures. Studies show learners
benefit from tasks focusing on collocations, frequent lexical bundles (e.g., as
a result of], and common syntactic patterns in academic/professional
contexts (Reppen, 2010; Timmis, 2015).

3. Corpus-based syllabus and curriculum design
Using corpus data in curriculum design ensures alignment with authentic
language use. Frequency-based lexical sets guide vocabulary targets for
proficiency levels. Genre-based corpora inform register-specific content,
such as academic English or workplace communication (Flowerdew, 2009;
Meunier, 2002).

In ESP, corpus methods identify discipline-specific lexical bundles,
grammatical structures, and discourse features for professional
communication (Flowerdew, 2009; Tribble & Wingate, 2013). Popescu (2017)
highlights how corpus linguistics supports Business English curriculum
design by aligning course content with real workplace language, enhancing
relevance and effectiveness.

4. Data-driven learning (DDL) and learner autonomy
Data-driven learning (DDL), introduced by Johns (1991), engages learners
in interrogating concordance lines to discover patterns for themselves. As
McEnery and Hardie note, “Concordances and frequency data exemplify
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respectively the two forms of analysis, namely qualitative and quantitative,
that are equally important to corpus linguistics” (2012, p. 2). This inductive
approach has been shown to foster autonomy, critical thinking, and deeper
engagement with language (Bernardini, 2000; Boulton, 2010).

For instance, learners examine concordance lines of significant to infer
collocations and grammatical use (e.g., significant increase). DDL works well
for vocabulary and grammar, especially with advanced learners, using tools
like AntConc or corpora such as COCA and MICASE.

However, DDL also presents challenges. Corpus data can be
overwhelming or difficult to interpret for some learners without proper
guidance. Effective implementation requires teacher mediation, careful
selection of concordance examples, and scaffolded activities to support
comprehension and analysis (Rémer, 2006; Gavioli, 2005).

5. Corpus approaches in teacher education
Corpus training is increasingly incorporated into language teacher
education programmes. Teachers who are familiar with corpus tools can
critically evaluate textbooks, select materials that reflect authentic language
use, and design tasks grounded in real data (McCarthy, 2008; Zareva, 2017).
Research indicates that corpus awareness enhances teachers’ confidence
when addressing learner questions and correcting misconceptions about
language (Yoon, 2008).

Table 40. Corpus Applications in Language Education

Application Corpus . Example
area tools/resources Pedagogical purpose references
Vocabulary Frequency lists, Teaching high-frequency Coxhead (2000);
Instruction AntConc, COCA words and collocations Nation (2013)
Grammar Concordancers, Analysing real usage of Biber et al. (1999);
Teaching Sketch Engine modals, passives, tenses Kennedy (1998)
Materials WordSmith Designing corpus-informed Hunston (2002);
Tools, Longman textbooks and learner .
Development L . Meunier (2002)
Grammar dictionaries
Syllabus Specialised Aligning curriculum to Tribble & Wingate
Design corpora (e.g., learners' domain-specific (2013); Flowerdew
(ESP/ELT) medical) needs (2009)
iDez‘ii—iinven AntConc, COCA, Promoting learner autonomy Johns (1991);
(DDL) g MICASE and pattern recognition Boulton (2010)
. Enhancing teacher corpus .
Teacher Online corpora, McCarthy (2008);

literacy and material

evaluation Yoon (2008)

education workshops

Corpus linguistics—now tightly coupled with digital tools—has reshaped
research and pedagogy in applied linguistics and language education.
Combining qualitative and quantitative methods alongside advanced corpus
tools and technology is broadening both research topics and methods.

Corpus linguistics now informs research and pedagogy beyond frequency
counts, including collocation, register, and genre. Corpus tools support
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dictionaries, grammar references, ESP materials, and classroom teaching,
though challenges remain around tool access, learner training, and data
contextualisation.

Future directions include expanding learner and classroom corpora to
better understand acquisition and teaching, integrating Al-driven feedback
and learning analytics while addressing ethical concerns, and fostering
interdisciplinary collaboration to create innovative methods.

Researchers must stay critically aware of their tools, ensuring that data
ease doesn’t sacrifice theoretical clarity or context. Transparency, ethics,
and empirical rigour should guide future efforts to enhance language
learning and teaching.

3

\ ,’
. Reflection questions

Q1. How does the use of corpus linguistics enhance both theoretical and
applied research in language studies?

Q2. What are the potential advantages and limitations of using general vs.
specialised corpora for research or teaching purposes?

Q3. In what ways can corpus annotation (e.g., POS tagging, lemmatisation)
affect the validity and replicability of linguistic studies?

Q4. How might data-driven learning (DDL) empower learners in language
classrooms, and what challenges might arise from its implementation?

Q5. Why is corpus literacy important for language teachers, and how can it
influence material development and classroom practices?

Exercises

Exercise 1. Corpus comparison exercise
Use AntConc or Sketch Engine to compare collocations of the word
“significant” in academic vs. spoken corpora.
What differences do you observe? How might these affect language
teaching?

Exercise 2. Annotation practice

Choose a short text (e.g., paragraph of academic writing).
Manually annotate it for part-of-speech, modals, and hedging
expressions.
What can you learn about register or discourse style from this analysis?

Exercise 3. Corpus-based materials design

Using data from a specialised corpus (e.g., MICASE or COCA), identify
frequent lexical bundles in academic speech.
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Design a short classroom activity or worksheet that helps learners
practice these bundles.

Exercise 4. Frequency profiling task
Select a target word (e.g., “develop” and generate a frequency list with
its forms and collocates from a general corpus.
Reflect on how such data can inform vocabulary teaching strategies for
intermediate to advanced learners.
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5.3 Software Tools for Data Collection and Analysis

Digital toolchains now underpin qualitative, quantitative, and mixed-
methods research in applied linguistics and language education. This
subchapter surveys platforms that structure complex datasets, support
transparent workflows, and enable rigorous analysis across traditions. For
qualitative and mixed-methods designs, NVivo and MAXQDA provide robust
environments for coding text, audio, and video, linking themes to cases and
attributes, and visualising relationships (Jackson & Bazeley, 2019;
Kuckartz, 2014). For statistical modelling, SPSS offers an accessible menu-
driven interface, while R supplies an open, scriptable ecosystem for
advanced analysis and reproducible reporting (Pallant, 2020; Field et al.,
2012; Wickham et al., 2023). Finally, learning analytics tools embedded in
learning management systems (LMSs) and specialised platforms surface
engagement patterns and support targeted feedback in digital settings
(Siemens, 2013; Ferguson, 2012). Tables consolidate feature comparisons
and typical use-cases to aid method-tool alignment.

NVivo for qualitative data analysis
NVivo is a leading platform for qualitative data management and analysis. It
enables researchers to systematically code textual data, identify themes,
and manage large datasets. NVivo supports a variety of data sources—
including interviews, focus groups, documents, and social media content—
making it especially useful for language research (Jackson & Bazeley, 2019).

Its coding and categorisation tools allow for the structured organisation
of data into themes and sub-themes, supporting both pattern recognition
and theory development. Additionally, NVivo provides visualisation tools
such as word clouds, cluster analyses, and charts that assist in interpreting
and presenting findings. NVivo also supports audit trails via memos,
codebooks, and case/classification attributes. Its capacity to integrate
quantitative data further enhances its utility for mixed-methods designs.

MAXQDA for mixed-methods research
MAXQDA is another prominent qualitative data analysis tool, particularly
valued for its strong support of mixed-methods approaches (Kuckartz,
2014). It allows for the integration of qualitative and quantitative data within
a single project, offering a flexible and comprehensive research environment.

The software supports a wide range of data types—including text, audio,
video, and images—and its coding system is adaptable to different analytic
strategies. Researchers can import quantitative datasets such as survey
results and link these with qualitative themes (Flick, 2018). MAXQDA also
offers collaborative features that enable multiple researchers to contribute
to the same project, improving consistency and reliability. Advanced
visualisation tools, such as heat maps and code relation browsers, support
the identification and interpretation of emerging patterns.

MAXQDA’s Mixed Methods functions (e.g., crosstabs, joint displays)
support integrated interpretation without collapsing standards across
paradigms. By combining qualitative insights with quantitative data,
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MAXQDA helps researchers address the complexity of language learning
processes, classroom interactions, and sociolinguistic phenomena with
increased depth and analytical precision (Bazeley, 2018).

SPSS (Statistical Package for the Social Sciences)

SPSS is widely used in social sciences, including applied linguistics and
education research. Its user-friendly, menu-driven interface makes it
accessible to researchers with varying levels of statistical expertise (Pallant,
2020).

SPSS supports a broad array of statistical procedures, including
descriptive statistics, ANOVA, regression analysis, and factor analysis. It
also offers strong data management features, such as variable
transformation, recoding, and missing data handling. Its output is highly
readable, with tables and charts that facilitate interpretation and reporting.
Reproducibility is supported via syntax files, though this is less
foregrounded than in script-based ecosystems. While SPSS is primarily a
quantitative tool, it can be integrated into mixed-methods research to link
statistical findings with qualitative insights (Creswell & Creswell, 2018).

Overall, SPSS offers a robust and intuitive environment for conducting
quantitative research, making it a valuable tool for applied linguists and
education researchers who require reliable statistical analysis in their work.

R programming language
R is an open-source programming language for statistical computing and
graphics. It is especially valued for its flexibility and extensibility, supporting
a wide range of complex analyses and data visualisation techniques (Field
et al., 2012).

R includes tools for basic statistics as well as advanced models like
generalised linear mixed models and machine learning algorithms. Its
extensive package ecosystem—especially packages like ggplot2—allows for
the creation of high-quality, customised visualisations. Moreover, R’s script-
based environment enhances transparency, reproducibility, and
replicability, which are essential for rigorous research. R can also be
integrated with other platforms and is increasingly used in mixed-methods
designs and learning analytics (Wickham et al., 2023).

While R has a steeper learning curve compared to more graphical
interfaces, its power and scalability make it a valuable tool for researchers
looking to conduct advanced statistical modelling or develop custom data
analysis workflows in language research and education.

To illustrate the relative strengths of these tools, Table 41 compares SPSS
and R across key dimensions relevant to language and education
researchers.

Table 41. Comparison of SPSS and R for Quantitative Analysis

Feature SPSS R
User interface Graphical, menu-driven Command-line and scripting
Learning curve Low to moderate Moderate to steep
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Feature SPSS R

Statistical methods Broad, built-in Extensive, customisable

Graphics Basic charts Advanc§d, highly
customisable

Cost Proprietary (paid license) Free, open-source

Reproducibility Limited High

Integration with other

Moderate Extensive
tools

The core trade-off is accessibility and standardisation (SPSS) versus
extensibility and reproducibility (R).

Learning analytics software in language education
Learning Analytics (LA) refers to the collection, measurement, and analysis
of data about learners and their learning contexts, with the aim of improving
educational outcomes and environments (Siemens, 2013). In the field of
language education, LA tools are increasingly applied to track learner
progress, support personalised instruction, and evaluate teaching
effectiveness.

These tools allow researchers and educators to uncover patterns in
learner behaviour—such as study habits, content engagement, or language
acquisition challenges—that would otherwise remain hidden in traditional
learning settings. As such, LA plays a crucial role in evidence-based
decision-making, both at the classroom level and within broader
institutional frameworks.

Key learning analytics tools and their applications
Learning analytics is implemented through a range of digital platforms, each
offering specific functionalities tailored to different research and teaching
contexts. These tools can be grouped into three main categories: learning
management systems (LMS) with built-in analytics, dedicated analytics
platforms, and mobile language learning apps.

1. LMS-based analytics tools
Most learning management systems (LMS)—such as Moodle and
Blackboard—feature built-in analytics dashboards. These dashboards
provide insights into user activity, including login frequency, time spent on
tasks, forum participation, and quiz performance (Thomas et al., 2017).
Such metrics help educators identify engagement trends, detect at-risk
students, and assess the effectiveness of instructional materials.

2. Dedicated learning analytics platforms
Beyond LMS tools, specialised analytics platforms like Civitas Learning and
Brightspace Insights offer advanced capabilities. These systems aggregate
data from multiple sources and use predictive modelling to forecast
academic risks, suggest timely interventions, and inform institutional
planning (Arnold & Pistilli, 2012).

3. Mobile language learning apps
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In parallel, mobile language learning apps such as Duolingo and Babbel
collect granular interaction data—including vocabulary retention, error
rates, and time-on-task. This data powers adaptive learning systems that
adjust instruction and feedback in real time, thereby enhancing
personalisation (Shortt et al., 2021).

Applications in language research and teaching
Learning analytics (LA) tools offer powerful applications in both language
research and pedagogy.

A major application lies in tracking learning trajectories, where LA tools
allow researchers and educators to monitor students’ progress over time. By
capturing detailed data on learner behaviour, these tools help identify
individual strengths, persistent challenges, and developmental patterns in
language acquisition (Thomas et al., 2017).

Another key function of LA is in providing personalised feedback. By
analysing student performance data, LA systems can generate targeted
responses and adaptive recommendations that enhance motivation, support
learner autonomy, and tailor instruction to individual needs (Pardo et al.,
2017). This is particularly useful in digital learning environments, where
real-time feedback loops can guide learners more effectively than traditional
approaches.

At a broader institutional level, LA tools contribute to curriculum
evaluation and instructional design. Aggregated learner data allows
educators and administrators to assess the effectiveness of teaching
materials, identify underperforming content or activities, and make
evidence-based decisions to improve course design (Ferguson, 2012).
Moreover, LA insights can inform professional development and pedagogical
strategies, fostering a culture of data-informed teaching and learning. Use
of platform data should follow data-minimisation, clear consent/notice, role-
based access, and secure retention (see Chapter 3). Table 42 summarises
representative LA tools across LMS, dedicated platforms, and language

apps.

Table 42. Common Learning-Analytics Tools and Their Features

. Example
Tool/platform Primary use Key features application
Moodle LMS activity Engagement dashboards, Identifying at-risk
Analytics tracking grade prediction language learners
Civitas Predictive Risk modelling, retention Forecasting student
Learning analytics insights dropout rates
. Error analysis,
Duolingo Adapfuve language personalised lesson Vocapglg Y .
learning acquisition tracking
plans
Brightspace Institutional Multl—squrce Flata Currls:ulum
: . . integration, visual effectiveness
Insights learning analytics
reports assessment
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To summarise, a range of software tools supports data collection and
analysis in language education and applied linguistics research, each
serving different methodological purposes.

Interoperability is typical via CSV/Excel exports (case variables, code

frequencies)

and

imports to SPSS/R; qualitative platforms preserve

codebooks and case attributes to maintain traceability across tools.

The following table provides a concise comparison of the key software
tools discussed, outlining their main functions, typical applications in
language education and research, and foundational references.

Table 43.0Overview of Software Tools for Data Collection and Analysis in Language

Research
Software Main Typical
tool Type functions Key features applications References
Coding, data
visualisation . Jackson &
. (word clouds, Analysing
... Data coding, . - Bazeley
. Qualitativ . models), interviews, ’
NVivo . thematic . . (2019);
e analysis . integration texts, classroom .
analysis - . Gibbs
with discourse
o (2018)
quantitative
data
icnc;(ilrliiion of Collaborative = Coding
MAXODA Mixed uaigi tative & work, mixed transcripts, Kuckartz
methods 4 s data handling, ethnographies, (2014)
quantitative .
visual tools surveys
data
Descriptive
Quantitati Statistical stats, i;l:{egfisdata Pallant
SPSS ve tests, data inferential ex ez iméntal (2020);
analysis manipulation stats, daI‘za Field (2013)
regression
Quantitati Statistical Cu§tomlsgble Advgnped W1ckham.et
. scripts, wide statistical al. (2023);
R ve computing Kk delli C 1
analysis and graphics package modeing, rawiey
ecosystem visualisation (2013)
. Engagement Monitoring
Moodle Learning Tracking dashboards, learner Siemens
. . LMS user
Analytics  analytics o grade engagement and (2013)
activity C .
prediction performance
. . Forecasting
Civitas Learning Predictive Risk rr}odelhng, dropout, A.rn(.)k.i &
Learnin analytics analytics retention advisin Pistilli
g y y insights ; g (2012)
interventions
Language Adaptive Personalised Vocabulary Viberg &
. . . lesson plans, s R
Duolingo Learning learning, rooress acquisition, Gronlund
App error analysis prog learner feedback (2017)

tracking
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Software Main Typical
tool Type functions Key features applications References
Multi-source Curriculum
Brightspace Learning Institutional . . evaluation, Ferguson
- . . integration, R
Insights Analytics data analysis _. institutional (2012)
visual reports .
planning

In sum, the growing ecosystem of digital tools—ranging from qualitative
coding software to advanced statistical platforms and real-time learning
analytics—has significantly broadened the methodological possibilities for
language education and applied linguistics research. NVivo and MAXQDA
provide rigorous frameworks for qualitative and mixed-methods inquiry,
while SPSS and R offer robust options for statistical modelling and inference.
Complementing these, learning analytics platforms and language learning
apps support both pedagogical adaptation and empirical insight by
capturing and analysing learner behaviour in real-time. Used judiciously
and in alignment with sound research design, these tools collectively
enhance the analytical depth, transparency, and educational relevance of
contemporary language studies.

0 ’ ‘
S Reflection questions

Q1. What trade-offs matter most when choosing between NVivo and
MAXQDA for a mixed-methods project (e.g., integration features,
collaboration, visualisations, audit trails)?

Q2. How do SPSS and R differ in terms of transparency and reproducibility,
and when might each be the better fit for an applied linguistics study?

Q3. In what ways can learning analytics dashboards meaningfully inform
instructional decisions in language courses—and where are their limits?
Q4. How can qualitative coding software and statistical software be
integrated in one coherent workflow without diluting either paradigm’s
standards?

Q5. What ethical and data-governance issues arise when using platform
data (LMS/app logs) for research, and how should consent, privacy, and
data minimisation be handled?

Exercises

Exercise 1: NVivo/MAXQDA coding micro-task

Import a short transcript (400-600 words).
Create a code system (3-S5 parent codes, optional children).
Code the text twice a week apart and write 120 words on consistency
issues and any codebook refinements.
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Exercise 2: SPSS < R replication

Analyse the same small dataset (e.g., Likert survey: 10 items, n~80) in
SPSS and R (descriptives; reliability a; one ANOVA or regression). Export
comparable tables.

& Note any discrepancies (output defaults, missing-data handling) in 120-
150 words.

Exercise 3: Learning analytics interpretation

Using an LMS sample dashboard (or mock data), identify two engagement
risk signals and propose one actionable intervention per signal.

£ In 120 words, explain how you’d evaluate impact while respecting privacy.

Exercise 4: Reproducible report

Create a short R Markdown/Quarto or JASP/SPSS syntax + output
bundle that reproduces a figure and table from a toy dataset.

& Submit the file(s) and a 100-word note on why scripted/templated
reporting matters.
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5.4 Online and Technology-enhanced Methods: Digital
Data, Learning Analytics, and Remote Research Designs

Digital technologies now shape where and how language is used, learned,
and studied, creating sites of interaction and data flows for applied
linguistics and language education (Salmons, 2015; Androutsopoulos,
2014). This subchapter surveys online and technology-enhanced methods
for ethical research: video-conferenced interviews and focus groups that
capture multimodal cues alongside constraints (Archibald et al., 2019);
digital ethnography and social-media studies tracing identity, participation,
and discourse across platforms (Hine, 2015; Tagg, 2015); web-based surveys
and remote, app-mediated ecological momentary assessment; and analytics-
ready designs interoperable with learning-management ecosystems
(Siemens, 2013; Thomas et al., 2017). It outlines design choices, recruitment
and access, recording and transcription, privacy and governance (Markham
& Buchanan, 2012), and technical pitfalls. Concise tables consolidate
benefits and challenges to support context-sensitive, reproducible planning
while linking to validity/trustworthiness (Chapter 2.7) and digital ethics
(Chapter 3).

Zoom and online interviews
The widespread adoption of video conferencing platforms such as Zoom,
Microsoft Teams, and Google Meet has reconfigured the ways in which
linguistic and educational data can be collected, particularly in remote and
distributed research contexts (MacMillan, Mangla, Saxon, & Feamster,
2021). These technologies enable researchers to conduct interviews and
focus groups without the limitations imposed by geographical distance, thus
facilitating access to diverse participant populations across multiple
locations (Seitz, 2015).

One of the primary advantages of video conferencing platforms is their
capacity to capture rich, multimodal data. Unlike audio-only recordings,
video calls provide visual information such as facial expressions, gestures,
and other non-verbal cues that enrich the contextual interpretation of
spoken language (Archibald et al., 2019). This multimodality is especially
valuable in applied linguistics, where prosody, body language, and
interactional dynamics often contribute crucially to meaning (Tagliamonte,
2025; Archibald et al., 2019).

Additionally, platforms like Zoom offer integrated recording
functionalities that simplify the process of data capture, archiving, and
subsequent transcription, thereby enhancing the efficiency and
transparency of data collection (Irani, 2019; Archibald, Ambagtsheer, Casey,
& Lawlor, 2019). However, researchers must also be mindful of potential
technical difficulties such as unstable internet connections or variable
participant digital literacy, which may disrupt communication and affect
data quality (Salmons, 2015).

Concerns around participant authenticity and rapport-building are
equally important. The presence of a camera can influence how participants
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present themselves, possibly affecting the naturalness of responses (Irani,
2019, see ethical guidance in Chapter 3 on consent and reactivity).
Nonetheless, recent studies suggest that with careful rapport-building and
clear communication of research aims, video-mediated interviews can
approach the depth and intimacy of face-to-face interactions (Seitz, 2015;
Archibald et al., 2019).

In sum, video conferencing platforms provide a valuable methodological
tool for conducting remote qualitative research in language education and
applied linguistics, offering both pragmatic advantages and opportunities
for richer, multimodal data capture. Protocols typically specify the recording
scope, storage location and encryption, access controls, and retention
schedule, and confirm that the platform’s terms of service permit research
recording and that institutional approvals cover cloud/local storage as
specified. Protocols should specify lawful basis/consent, recording scope,
storage location and encryption, role-based access, retention/deletion
schedules, and alignment with platform terms of service and institutional
approvals (see Chapter 3).

The following table summarises key benefits and challenges of using
video conferencing tools for data collection:

Table 44. Benefits and Challenges of Video-Conferencing Platforms for Linguistic
Data Collection

Benefits Challenges
Access to geographically diverse Technical issues (connectivity, digital
participants literacy)
Multimodal data capture (video, audio, Potential influence on participant
non-verbal cues) behaviour due to camera presence
Integrated recording and transcription Difficulties in building rapport and
tools trust

Flexibility in scheduling and conducting

. . Privacy and data security concerns
remote interviews

Multimodal richness and reach are balanced by reliability, rapport, and
governance constraints that must be planned for explicitly.

Digital ethnography and social media research
Building on the discussion in Section 5.3, which introduced learning
analytics as a powerful tool for capturing and analysing learner data, this
section broadens the scope to explore online and technology-enhanced
research methods more fully, including digital ethnography and social media
research. These approaches enable researchers to investigate language use
and learning within the complex, dynamic environments of digital platforms,
providing access to rich, naturally occurring data that is often inaccessible
through traditional methods (Boellstorff et al., 2012).

Digital ethnography, or virtual ethnography, involves immersive
observation and interaction within online communities such as forums,
social networks, and virtual worlds (Hine, 2015). This method allows
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researchers to capture authentic, real-time linguistic practices and social
behaviours in contexts where participants often communicate more
informally and spontaneously than in offline settings (Mann & Stewart,
2011). As aresult, digital ethnography offers a window into the sociocultural
dimensions of language use in the digital era, revealing how identity, power,
and community dynamics shape communication (Pink et al., 2016).

Social media platforms such as Facebook, Instagram, Twitter, and TikTok
have become particularly significant arenas for linguistic research and
language education. These platforms generate vast amounts of user-
generated content that can be mined to examine language variation,
discourse strategies, multimodal communication, and learner interactions
(Tagg, 2015; Androutsopoulos, 2014). For example, researchers have
explored how learners use social media to practice language skills, negotiate
identities, and access peer feedback in informal learning environments
(Hattem & Lomicka, 2016).

The methodological affordances of social media research include the
availability of large-scale, diverse linguistic corpora and the capacity to
analyse multimodal data combining text, images, and video (Reinhardt,
2019). However, these opportunities come with challenges. Ethical
considerations regarding consent, privacy, and data anonymisation are
paramount, as social media users may be unaware their interactions are
subject to research scrutiny (Markham & Buchanan, 2012). Ethical practice
typically clarifies whether data are public, seeks consent where reasonable,
removes identifying metadata, and adheres to platform terms of service/API
limits (see Chapter 3). Use data-minimisation, remove/obfuscate identifiers
and metadata, and avoid re-publishing screenshots that enable re-
identification. Moreover, the sheer volume and heterogeneity of social media
data necessitate advanced data management and analytic strategies, often
requiring computational tools and automated content analysis techniques
(Williams et al., 2017), alongside reproducible computational pipelines (e.g.,
API harvesting and scripted cleaning) with documented versioning.

Table 45 provides an overview of key features, advantages, and challenges
associated with digital ethnography and social media research methods.

Table 45. Digital Ethnography and Social Media Research: Features, Advantages,
and Challenges

Method Key features Advantages Challenges

Ethical concerns
(consent, anonymity),
data volume
management

Immersive online  Access to naturalistic
participant language use and
observation community dynamics

Digital
ethnography

Analysis of user-
Social media generated
research multimodal digital
content

Large-scale, diverse Privacy issues, data
data; multimodal heterogeneity, need for
analysis computational tools
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Selection depends on the locus of inquiry—community practices versus
platform-wide trends—and the team’s computational capacity and ethics
protocols.

In conclusion, digital ethnography and social media research
complement learning analytics by providing qualitative insights into
language practices within real-world digital communities. Together, these
approaches enrich understanding of language learning and use in
increasingly digitised social landscapes.

Other online data collection tools and remote research designs
Expanding on the landscape of online and technology-enhanced methods,
this section examines additional tools and research designs that facilitate
linguistic and educational data collection remotely. Such methods have
become especially vital amid recent global shifts towards remote learning
and research, driven in part by the COVID-19 pandemic (Archibald et al.,
2019).

Among the most prominent tools are video conferencing platforms such
as Zoom, Microsoft Teams, and Google Meet. For video conferencing
affordances and caveats, see Zoom and online interviews.

However, remote interviewing also presents challenges. Researchers
must address issues related to technological reliability, participant access
to suitable devices and stable internet, and possible changes in participant
behaviour due to the virtual setting (O’Connor, Madge, & Wellens, 2008).
Additionally, the absence of physical co-presence can hinder rapport
building and contextual understanding, which are critical in ethnographic
and conversational research (Sedgwick & Spiers, 2009).

In addition to video conferencing, online survey platforms (e.g., Qualtrics,
SurveyMonkey) remain vital for collecting large-scale quantitative and
mixed-methods data in language research. These platforms enable
researchers to deploy questionnaires globally and efficiently gather
responses on language attitudes, usage, and learner experiences (Wright,
2023). Their integration with other data sources, including learning
management systems and analytics tools, supports sophisticated data
triangulation and analysis.

A growing area within remote research design is the use of mobile
applications tailored for linguistic data collection. Apps allow for the
collection of ecological momentary assessments (EMA), capturing language
use in situ and in real time (Shirvan, Lou, & Taherian, 2021). For example,
language learning apps not only serve pedagogical functions but also
generate valuable longitudinal data on learner behaviours and outcomes,
feeding into broader learning analytics frameworks (Shortt et al., 2021).
Design EMA prompts with minimal burden windows and explicit opt-out on
each ping. Table 46 summarises the key features, benefits, and
considerations of these diverse online data collection tools and remote
research designs.
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Table 46. Online Data Collection Tools and Remote Research Designs: Features,
Advantages, and Challenges

Tool/Method Features Advantages Challenges
. Synchronous Access to' Technical issues; loss of
Video . . remote / difficult-to- . .
. remote interviews . ] physical presence; rapport
conferencing . reach populations; L . .
and observations - - building difficulties
video + audio data
Online Web-based Rapid data collection; Sampling bias; limited
survevs questionnaires for global reach; depth; reliance on self-
Yy large-scale data integration with LMS report
Real-time, Longitudinal . .
logical King: listi Privacy concerns; device
Mobile apps ecologica tracking; naturalistic dependency; data
momentary data data; learner ’

capture engagement management complexity

Pairing synchronous tools with surveys or ecological momentary
assessment (EMA) can offset single-method limits while preserving
feasibility and participant comfort.

Collectively, these tools facilitate flexible, scalable, and innovative
research designs that transcend traditional constraints of time and space.
When combined with previously discussed methods such as learning
analytics and digital ethnography, they form a comprehensive digital
methodological toolkit that supports robust and nuanced investigations into
language learning and use in contemporary contexts.

In conclusion, the expansion of online and technology-enhanced research
methods offers unprecedented opportunities for language researchers and
educators to capture rich, multifaceted data across diverse contexts.
Building on the foundational role of learning analytics introduced in Section
5.3, this subchapter has explored a broader spectrum of digital tools and
remote research designs, including video conferencing platforms, online
surveys, mobile applications, and digital ethnography. These methods
collectively enable researchers to overcome traditional barriers of geography
and time, allowing for more inclusive and scalable data collection.

While these technologies afford significant methodological advantages—
such as access to diverse participant populations, multimodal data capture,
and real-time longitudinal tracking—they also pose new challenges related
to technological equity, data privacy, and the negotiation of researcher-
participant relationships in virtual environments. Navigating these
complexities requires careful methodological planning and ongoing ethical
reflexivity.

Future research in applied linguistics and language education will
increasingly depend on the integration of these digital methods with robust
analytical frameworks, such as mixed methods designs and advanced
learning analytics, to yield deeper insights into language acquisition, use,
and pedagogy. As digital environments continue to evolve, so too will the
methodological innovations that harness their potential, ensuring that
language research remains responsive, rigorous, and relevant in an
increasingly connected world.
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» Reflection questions

Q1. How have online and technology-enhanced research methods
transformed the collection and analysis of linguistic data compared to
traditional methods?

Q2. What are the potential benefits and drawbacks of using video
conferencing tools like Zoom for linguistic interviews and focus groups?
Q3. In what ways does digital ethnography provide insights into language
use and identity that other methods might miss?

Q4. What ethical challenges arise when conducting research with social
media data, and how might researchers address these concerns?

Q5. How can the integration of multiple online tools (learning analytics,
mobile apps, surveys) contribute to a more comprehensive understanding of
language learning and use?

Exercises

Exercise 1: Remote interview protocol

Draft a brief interview guide for a Zoom-based linguistic interview.
Include questions, instructions for participants regarding the technology,
and strategies for building rapport remotely.

Exercise 2: Social media dataset analysis

Select a public social media platform (e.g., Twitter or Instagram) and
collect a small dataset of posts related to language learning or language use.
Identify key linguistic features or patterns and discuss any ethical
considerations you should keep in mind.

Exercise 3: Traditional vs. technology-enhanced data collection methods
comparison

Create a table comparing two traditional linguistic data collection
methods (e.g., face-to-face interviews, paper surveys) with their online or
technology-enhanced counterparts (e.g., video interviews, online surveys).
& List advantages, disadvantages, and contexts in which each is most
appropriate.

Exercise 4: Mixed-methods research study plan

Outline a research project proposal that uses both learning analytics
(quantitative data from language learning software) and digital ethnography
(qualitative observation of online learner communities).

& Include your research questions, data collection plan, and how you will
address ethical concerns.
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Conclusion to Chapter 5
Chapter 5 has foregrounded how contemporary research in applied
linguistics and language education benefits from methodological pluralism
anchored in digital infrastructures. Mixed methods provide the overarching
logic: integrating quantitative breadth with qualitative depth. Corpus
linguistics exemplifies this integration at scale, coupling principled
compilation and annotation with analytical techniques—frequency,
concordance, collocation, multidimensional analysis—that connect usage
patterns to genre, register, and learning needs. Together, these approaches
enable researchers to move fluidly between micro-analysis of interaction and
macro-description of distributions, strengthening claims through
triangulation.

Software ecosystems now make such work feasible and auditable. NVivo
and MAXQDA support rigorous coding, memoing, and visualisation while
preserving links to original evidence; SPSS and R offer complementary
pathways to statistical modelling, with R enabling scripted, reproducible
pipelines. Learning analytics extends this toolkit into live educational
environments, surfacing engagement signals that can inform timely
support, curriculum revision, and institutional decision-making. Across all
tools, the imperative is the same: design analyses that are transparent,
documented, and replicable, with decisions about sampling, preprocessing,
coding, and modelling explicitly reported.

Digital contexts also enlarge the field site. Video conferencing, online
surveys, mobile apps, social media, and digital ethnography open access to
geographically distributed, multilingual, and multimodal communities.
These affordances bring responsibilities. Ethical practice—consent, privacy-
by-design, platform terms, data minimisation, and retention—must be
planned from the outset, not retrofitted. Equally, researchers should
calibrate interpretations to platform ecologies (algorithms, affordances,
interaction norms) to avoid decontextualised claims.

Looking ahead, three priorities emerge. First, strengthen integration: plan
for where and how qualitative and quantitative strands will meet (during
collection, analysis, or interpretation), and use joint displays or linked
corpora to make integrative reasoning visible. Second, invest in capability
and collaboration: pair methodological expertise (e.g., CA, TA, ESP) with
data engineering and statistical skills; share codebooks, scripts, and sample
data where permissions allow. Third, keep pedagogy in view: corpus-
informed materials, DDL tasks, and dashboard-informed interventions
should remain accountable to learning goals, not merely to what is
technically measurable.

In sum, mixed methods and digital methodologies are not ends in
themselves; they are infrastructures for better questions, better evidence,
and better practice. When aligned to clear research aims and enacted with
ethical and technical care, they allow the field to capture the complexity of
language and learning with precision, nuance, and impact.
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Key takeaways

o Integrate by design: Specify when and how qualitative and
quantitative strands inform each other, and make that integration
auditable.

e Build principled corpora: Purposeful compilation and transparent
annotation are the basis of valid corpus-based claims.

e Choose tools strategically: NVivo/MAXQDA for traceable coding;
SPSS for accessible modelling; R for flexible, reproducible workflows.

e Leverage digital contexts ethically: Remote and online methods
expand access but require robust consent, privacy, and governance.

o Keep pedagogy central: Let analytics and corpus insights serve
learning objectives, not the other way round.
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CHAPTER 6. ANALYSING DATA
AND ENSURING RIGOUR

6.1 Basics of quantitative data analysis (descriptive statistics, t-tests,
ANOVA)

6.2 Interpreting qualitative findings

6.3 Revisiting validity, reliability, and trustworthiness in analysis

6.4 Presenting data: Tables, graphs, visuals, and participant voice

This chapter consolidates analytic practice across quantitative and
qualitative traditions and shows how to evidence claims with clarity and
care. Section 6.1 covers core quantitative procedures: descriptive
summaries (location, dispersion, distributional shape), visual diagnostics,
and entry-level inferential tests (t-tests, ANOVA), with brief notes on
assumptions, effect sizes (e.g., d, n?/partial n?, and readable reporting.
Section 6.2 turns to interpreting qualitative findings, outlining within- and
cross-case patterning, memoing and audit trails, negative/deviant cases,
and reflexive positioning to move from coding to warranted claims. Section
6.3 revisits validity, reliability, and trustworthiness in analysis, linking
quantitative concerns (measurement error, reliability, internal/external
validity) with qualitative criteria (credibility, transferability, dependability,
confirmability), and mapping these onto design decisions introduced in
Chapter 2 and data generation in Chapter 4. Section 6.4 focuses on
presentation: designing legible tables and figures, integrating participants’
voices ethically, and—where relevant—using joint displays (side-by-side
matrices or integrated figures) to align qualitative and quantitative strands
(see Chapter 5). Throughout, practical tips foreground transparency
(syntax/scripts, codebooks), ethics (confidentiality in excerpts; data
minimisation), and accessibility (clear labelling; captioning), so analyses are
technically sound, interpretable, and reproducible. The goal is to help
readers turn raw data into cogent, trustworthy findings that answer the
questions posed.
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6.1 Basics of Quantitative Data Analysis
(Descriptive Statistics, t-tests, ANOVA)

Quantitative data analysis underpins empirical claims in language
education and applied linguistics by summarising, comparing, and
interpreting numerical evidence (Mackey & Gass, 2015; Porte & McManus,
2018). Beyond anecdote, statistical techniques support generalisable,
reproducible findings when aligned with assumptions and reported
transparently. Three foundational procedures recur across study types for
their breadth and conceptual clarity: descriptive statistics, t-tests, and
analysis of variance (ANOVA) (Field, 2013; Gravetter & Wallnau, 2018).
Descriptive summaries characterise central tendency, dispersion, and
distributional shape; t-tests evaluate mean differences between two
conditions; ANOVA extends comparison to three or more groups while
managing Type I error. Together, these tools help specify effects, quantify
uncertainty, and interpret practical magnitude. This section outlines
conceptual bases, typical applications, assumptions, and reporting
conventions for these techniques in language education research.

Descriptive statistics
Before conducting inferential tests, researchers must understand the basic
properties of their data through descriptive statistics. These techniques
summarise central tendencies, variability, and distributional shape,
enabling detection of data anomalies and guiding appropriate choice of
further analyses (Cohen, Manion, & Morrison, 2017).

Measures of central tendency—mean, median, and mode—summarise
the central point of a dataset. The mean (arithmetic average) is widely used
for interval and ratio data but is sensitive to outliers, which can distort its
representativeness (Field, 2013). The median, the middle value in an ordered
dataset, is more robust in the presence of skewed data or extreme scores
(Urdan, 2017). The mode, or most frequently occurring value, is especially
useful for categorical or nominal variables (Field, 2013).

In quantitative research, measures of dispersion complement central
tendency by capturing the variability within a dataset. The standard
deviation (SD) quantifies the average distance of each score from the mean,
offering insight into the consistency or spread of the data (Gravetter &
Wallnau, 2018). The range, defined as the difference between the highest
and lowest values, provides a quick estimate of variability, though it is
particularly susceptible to distortion from outliers. Equally important is
understanding the shape of the distribution, which can be explored through
visual tools such as histograms, boxplots, and density plots. These help
detect skewness, kurtosis, and overall normality—key assumptions that
influence the suitability of parametric tests like t-tests and ANOVA (Johnson
& Wichern, 2007). Complement histograms with Q-Q plots and boxplots
with jitter to spot outliers and distributional issues prior to inferential tests
(see 6.4 for figure conventions). For parametric tests, normality pertains to
the residuals within each group rather than the raw outcome overall.
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Assumptions are typically examined visually first; small samples make
normality tests underpowered, large samples make them overly sensitive.

In language education research, descriptive statistics are frequently used
to analyse variables such as vocabulary size, grammatical accuracy, or
response times. For example, Biber, Conrad, and Reppen (1998) used
descriptive techniques to examine register variation across large corpora,
laying the groundwork for data-driven language teaching. Likewise, Gries
(2013) demonstrated how learner corpus data can be analysed to identify
frequent errors or lexical patterns, thereby informing instructional strategies
and curriculum development. The following summary table aligns core
descriptive statistics with typical applications in language education
studies.

Table 47. Key Descriptive Statistics in Linguistic Research

Statistic Definition Application example
Arithmetic average of all data Average vocabulary test scores among
Mean . -
points English language learners
. Middle value in an ordered  Median reaction time in a reading
Median .
dataset comprehension task
Mode Most frequently occurring Most common syntactic error in ESL
value compositions
Standard Average deviation from the  Variability in pronunciation scores
deviation mean across student groups
Difference between L
; o Range of vocabulary size in
Range maximum and minimum

values multilingual learners

These descriptors guide visual checks (histograms, Q-Q plots) and choice of
parametric vs non-parametric tests (see 6.4).

t-tests
When research questions involve comparisons between two groups or
conditions, t-tests are the preferred inferential statistical tools (Gravetter &
Wallnau, 2018). They assess whether observed differences in group means
are unlikely to have occurred by chance, taking into account sample
variation.

Types of t-tests

One-sample t-testt Compares the mean of one sample to a known
standard (or theoretical / hypothetical) mean.

Independent-samples t-Test: Compares means of two independent
groups, such as learners receiving two different instructional approaches
(Field, 2013).

Paired-samples t-test: Compares means from the same group measured
at two time points or under two conditions, e.g., pre-test versus post-test
vocabulary scores (Cohen et al., 2017).
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Statistical logic

The t-test computes a t-statistic, which standardises the mean difference
relative to the pooled variance and sample size. This statistic is evaluated
against the t-distribution to determine the probability (p-value) of obtaining
the observed difference if the null hypothesis of no difference were true
(Gravetter & Wallnau, 2018). A p-value below a predetermined threshold
(commonly 0.05) indicates statistical significance, suggesting the groups
differ reliably.

1. Assumptions
t-tests rely on several assumptions to ensure validity:

Normality: Data in each group should be approximately normally
distributed. For paired-samples t-tests, the normality assumption applies to
the distribution of the difference scores, not each time point. Check with Q-
Q plots or Shapiro-Wilk.

Independence: Observations must be independent of one another.

Homogeneity of variance: The variance in each group should be similar;
violations can be addressed using Welch’s t-test (Salkind, 2010). When
homogeneity is untenable, Levene’s test is reported and Welch’s t-test is
used with adjusted df. When normality is untenable (especially with small
n), consider non-parametric counterparts (Mann-Whitney U; Wilcoxon
signed-rank).

2. Reporting results
Transparent reporting includes the t-value, degrees of freedom (df], p-value,
means and standard deviations for each group, and ideally an effect size
such as Cohen’s d, which quantifies the magnitude of the difference beyond
statistical significance (Cumming, 2014). Where possible, accompany effect
sizes with 95% confidence intervals to convey magnitude and precision. For
example:

An independent-samples t-test showed no significant difference in proficiency
between native speakers and learners (t(18) = —0.055, p = .96), with means
of 44.0 (SD = 3.5) and 43.5 (SD = 4.1), respectively.

Analysis of variance (ANOVA)

When comparing more than two groups or conditions, Analysis of Variance
(ANOVA) becomes the statistical method of choice. ANOVA tests whether the
means of multiple groups differ significantly, without inflating the Type I
error rate associated with multiple t-tests (Gravetter & Wallnau, 2018). In
the field of applied linguistics, ANOVA is frequently used to evaluate the
effectiveness of different instructional approaches, learning environments,
or learner demographics. Sample size is often planned a priori via power
analysis (e.g., G*Power) and achieved power is reported transparently.

The most commonly used variants of ANOVA include:

One-Way ANOVA: Tests for differences among three or more independent
groups based on a single categorical independent variable (e.g., teaching
method). For example, researchers might investigate whether traditional,
blended, and online instruction modes result in different levels of speaking
proficiency (Field, 2013).
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Two-Way ANOVA: Examines the effects of two independent variables
simultaneously and explores potential interaction effects. This method
allows for more complex research designs. For instance, a study may assess
how both learner age and instructional approach affect listening
comprehension outcomes, and whether their interaction yields differential
effects (Cohen et al., 2017).

Repeated-measures ANOVA: Compares three or more related
conditions/time points; when sphericity is violated (Mauchly’s test), report
corrected results (Greenhouse-Geisser or Huynh-Feldyt).

Statistical logic and interpretation
ANOVA partitions the total variance observed in the data into variance
between groups and variance within groups (error variance). The resulting
F-statistic is the ratio of between-group variance to within-group variance.
A significant F-value indicates that at least one group mean differs
significantly, but it does not specify which groups differ. Thus, post-hoc
tests (e.g., Tukey’s HSD, Bonferroni, Scheffé) are conducted to identify
pairwise differences while controlling the overall Type I error rate (Field,
2013). Effect sizes are typically reported (n? or ®* — ®? is slightly less biased
than 1n?, and CIs where available; control family-wise error via
Tukey/Bonferroni or consider FDR when comparisons are numerous.

ANOVA assumes normality of residuals within groups, independence of
observations, and homogeneity of variances across groups (Field, 2013;
Gravetter & Wallnau, 2018). When these assumptions are violated,
researchers may apply data transformations, opt for non-parametric
alternatives such as the Kruskal-Wallis or Friedman’s ANOVA, or use robust
tests like Welch’s ANOVA or rank-based procedures (Field, 2013; Urdan,
2017). With moderate samples, t-tests and ANOVA are reasonably robust to
mild non-normality (via the central limit theorem), but violations of
independence (e.g., students nested within classes) are not; such clustering
requires designs/models that account for dependence (e.g., repeated-
measures or multilevel models).

For example, in a study on second language reading comprehension,
Brantmeier (2003) employed a two-way ANOVA to examine the effects of
gender and passage content on recall accuracy. The analysis showed no
significant main effect of gender, but a significant interaction between
gender and passage content was observed (F(1, 76) = 8.26, p= .01, n? = .10).
This finding underscores how multiple factors can interact in complex ways
to influence language learning outcomes.

Table 48 contrasts t-tests and ANOVA on scope, outputs, and Type I error
control.

Table 48. Summary Comparison: t-Test vs. ANOVA
Aspect t-Test ANOVA

Number of groups Two only Three or more

F-value, df (between/within), p-

Statistical output t-value, df, p-value value
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Aspect t-Test ANOVA

Simple between-group or Complex designs with multiple
pre-post factors

Use

Post-hoc testing
needed

Yes, to identify specific group
No (only two groups) differences
Control of Type I =~ Limited (increases with ~ Controls Type I error across
error rate multiple tests) multiple comparisons

As designs grow beyond two groups or add factors, ANOVA offers a coherent
framework, with post-hoc procedures locating specific contrasts.

Descriptive statistics, t-tests, and ANOVA constitute the foundational
triad of quantitative analysis in language education research. They provide
essential tools to summarise data, test hypotheses, and draw valid
conclusions about language learning and teaching phenomena.
Understanding their theoretical wunderpinnings, assumptions, and
appropriate applications—along with clear reporting of effect sizes and Cls—
is critical to conducting rigorous and interpretable research. As the field
advances, expanding knowledge into more complex statistical models will
further enhance empirical insights.

3

» Reflection questions

Q1. Why is it important to examine descriptive statistics before conducting
inferential tests such as t-tests or ANOVA?

Q2. What are the assumptions underlying t-tests and ANOVA, and why must
they be checked before analysis?

Q3. How do t-tests and ANOVA differ in terms of the number of groups
compared and control of Type I error?

Q4. What role do effect sizes play in interpreting the results of t-tests and
ANOVA beyond p-values?

Q5. In what ways can violations of statistical assumptions be addressed,
and what are the potential consequences of ignoring these violations?

Exercises

Exercise 1: Calculate descriptive statistics

Given a dataset of vocabulary test scores from three different classrooms,
compute the mean, median, mode, standard deviation, and range. Interpret
what these values suggest about each classroom’s performance.
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Exercise 2: Perform a t-test

Using sample data from two independent groups of language learners
who underwent different teaching methods, conduct an independent
samples t-test. Check the assumptions, calculate the t-value, p-value, and
interpret the findings.

Exercise 3: One-way ANOVA practice

Imagine you have test scores from students in three instructional settings
(traditional, blended, online). Perform a one-way ANOVA to determine if
there are significant differences between groups. Include assumptions
testing and post-hoc analysis if appropriate.

Exercise 4: Assumptions and alternatives

Identify which assumptions are violated in a provided dataset where
group variances differ substantially and data are skewed. Recommend
suitable alternative analyses or data transformations, justifying your
choices.
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6.2 Interpreting Qualitative Findings

Interpreting qualitative findings is the phase where coded materials
become warranted claims about meaning. Whereas analysis organises,
codes, and categorises data (see Chapter 4.5), interpretation asks what
patterns mean in relation to research questions, theory, and context
(Silverman, 2013; Braun & Clarke, 2006). It is not a paraphrase of
participants’ words but an iterative, reflexive, and theoretically informed
construction of insight. In applied linguistics and language education,
interpretation may read student narratives for identity work, examine
classroom talk for implicit power relations, or relate interview accounts to
multilingual repertoires (Canagarajah, 1999; Charmaz, 2014). Because
interpretation is situated, researcher positionality and epistemology shape
conclusions. Rigour therefore rests on analytic precision, reflexivity, and
transparency. The sections that follow outline movement from coding to
interpretation, the use of theoretical lenses, approach-specific strategies,
and reflexive practices that support credible qualitative claims.

From coding to interpretation
Once data have been coded—whether inductively, deductively, or through a
mixed approach—the next step is interpretation. Coding organises data, but
interpretation provides meaning by exploring relationships among codes.
This process answers the “so what?” questions: How do the codes relate?
What do they reveal about participants' beliefs, behaviours, or experiences?
How do they shed light on broader theoretical or social issues?

Interpretation moves beyond simple description to connect patterns to
theoretical concepts or sociocultural contexts. For example, if participants
describe feeling “invisible” in classrooms, interpretation might link this to
issues of linguistic identity or social ideologies around accent (Norton, 2013;
Canagarajah, 1999). This stage often involves refining codes into themes
that capture deeper meanings, supported by tools like memos or framework
matrices (Charmaz, 2014; Miles, Huberman, & Saldana, 2014). Interpretive
claims should be warranted by short anonymised data extracts, with at least
one deviant/negative case and a brief note on rival explanations. The next
table illustrates how codes can be successively organised into categories,
themes, and an interpretive claim.

Table 49. From Coding to Interpretation: An Example

Stage Example from language education study

” s

Open coding  “Struggling,” “ignored by teacher,

” «

not participating”
Axial coding  Category: “Silencing of student voice”

Sgiﬁflgve Theme: “Institutional marginalisation of multilingual learners”
. Students' silence is not apathy but reflects systemic exclusion tied
Interpretation

to linguistic ideologies.
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Working with theoretical lenses

Interpreting qualitative data often involves relating patterns to established
theoretical frameworks. For example, sociocultural theory helps explain how
learners build knowledge collaboratively (Vygotsky, 1978). Critical theory
offers tools to analyse how power is exercised through institutional
discourses (Fairclough, 2010). Meanwhile, poststructuralist perspectives
provide insight into how identities are negotiated in multilingual contexts
(Norton, 2013). Applying these theoretical lenses allows researchers to move
beyond the immediate data, situating their findings within broader scholarly
conversations (Silverman, 2013; Braun & Clarke, 2006).

Interpretive strategies in practice
Interpretation varies according to the methodological framework used by the
researcher. While all qualitative approaches aim to make sense of data
patterns, each follows distinct logic, procedures, and epistemological
assumptions. This section outlines how interpretation typically unfolds in
three widely used approaches: Thematic Analysis, Discourse Analysis, and
Grounded Theory.

Thematic analysis: Pattern and meaning-making

Thematic analysis (TA) involves identifying and interpreting recurring
themes within a dataset. After initial coding, researchers group related codes
into broader categories that reflect significant meanings relevant to the
research questions. Braun and Clarke (2006) describe a six-step process:
familiarisation with the data, generating initial codes, searching for themes,
reviewing themes, defining and naming themes, and writing the final report.
TA’s flexibility allows for both realist approaches—focusing on reporting
experiences—and constructionist perspectives that explore how meaning is
produced. In applied linguistics, TA has been used to analyse learners’
emotional experiences in multilingual classrooms, identity positioning in
teacher narratives, and institutional ideologies in curriculum discussions
(Braun & Clarke, 2006). For example, themes such as “fitting in” reveal how
learners navigate classroom norms to avoid linguistic stigma, while “being
watched” captures the discomfort caused by teacher and peer surveillance.
A theme should capture a pattern of shared meaning organised by a central
concept, not just a frequent topic label. Themes then consolidate patterned
meaning relevant to the questions posed.

Table 50. Thematic Analysis: Example Themes and Interpretations

Theme Interpretation

CTvane e Learners navigate classroom norms to gain

Fitting in 11 L. .
acceptance and avoid linguistic stigma.

Affective discomfort tied to teacher gaze and

Being watched peer surveillance affects participation.
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Discourse analysis: Language, power, and context

Discourse analysis (DA) examines how language shapes social reality,
focusing not only on what is said but how, why, and with what effects.
Interpretation in DA involves analysing linguistic features, social
positioning, and underlying ideological frameworks (Fairclough, 2010; Gee,
2014). Researchers pay attention to micro-level elements like modality and
voice, as well as macro-level themes such as neoliberalism or nationalism.
For example, in a study of ESL textbook dialogues, frequent use of
imperatives like “must” may be interpreted as reinforcing power hierarchies,
while the absence of first language (L1) representation marginalises
multilingual identities and privileges monolingual norms. A CDA lens
connects textual choices with ideology and power. (see Table 51).

Table 51. Example from Critical Discourse Analysis

Discourse feature Interpretation

Repetition of “must” in  Emphasises compliance and performativity in learner
tasks roles.

Absence of L1 Marginalises multilingual identities and prioritises
representation monolingual norms.

Grounded theory: Building interpretive theory from data
Grounded theory (GT) aims to generate theory grounded directly in empirical
data through an iterative interpretive process embedded in coding,
particularly during axial and selective coding phases (Strauss & Corbin,
1990; Charmaz, 2014). GT researchers continuously compare data across
participants and contexts, use memo writing to capture emerging ideas, and
engage in theoretical sampling to refine categories. Abductive reasoning—
moving from a surprising result to the most plausible explanation—helps
interpret unexpected findings, ultimately leading to a core category that
integrates diverse themes into a coherent explanatory model. For instance,
in language learning research, GT can produce models explaining how
learners develop translanguaging practices in hybrid classrooms. A memo
might note that “students are not merely switching codes—they are
positioning themselves as culturally competent agents linked to peer
solidarity and classroom identity negotiation.”

Though distinct, Thematic Analysis, Discourse Analysis, and Grounded
Theory share a commitment to rigour, reflexivity, and contextual depth,
guiding researchers from raw data to meaningful interpretation.

Reflexivity and researcher positionality
In qualitative research, interpretation is shaped by the researcher’s identity,
theoretical orientation, cultural background, and experiences (Charmaz,
2014; Canagarajah, 1999). Reflexivity is a continuous, deliberate practice—
integrated into the methodology rather than added retrospectively—of
examining positionality, assumptions, and influence on meaning-making
(Silverman, 2013). Rather than a confessional account, reflexivity is a
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disciplined methodological stance that supports analytic depth and
transparency (Finlay, 2002; Pillow, 2003; Charmaz, 2014).

Reflexivity can be categorised into different types, each addressing
specific aspects of the researcher’s influence on the interpretive process, as
summarised below.

Table 52. Types of Reflexivity
Type Description Example in language research

Reflection on the A bilingual researcher analysing

Personal ;5 ESL classroom discourse may note
researcher’s values,

reflexivity experiences, and identity. how thelr own lang}lage learn}ng
experiences shape interpretations.
Reflection on th .
eflect on o the A constructivist researcher
. . theoretical and . -
Epistemological - questions how using grounded
- methodological . . .

reflexivity theory might privilege certain types

assumptions underlying

of interaction over others.
the research.

Considering power A teacher-researcher interrogates
Ethical reflexivity dynamics and participant- how their dual role affects learner
researcher relationships. openness during interviews.

Making these dimensions explicit strengthens the credibility of
interpretive claims.

Positionality statements
Qualitative researchers often include positionality statements to clarify
how their background informs their research lens, enhancing transparency
and trustworthiness rather than undermining credibility (Canagarajah,
1999). For instance:

As a multilingual speaker and former ESL learner, I approach code-switching
with empathy, aiming to highlight learners’ strategies.

Reflexivity in action: Memos and journaling
Reflexivity is frequently documented via analytic memos or journals, which
record interpretive shifts and emerging insights (Strauss & Corbin, 1990).
For example, a memo might reflect a shift from viewing student silence as
disengagement to understanding it as a coping mechanism.

Table 53. Sample Reflexive Memo Excerpt

Memo title Content

Initially viewed student silence as disengagement.
After rereading interviews, I now see it as
reflective space—a coping strategy during anxiety.

Shifting views on
silence

Such records feed the audit trail and clarify how alternative readings
were weighed.
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Reflexivity and power
In language education research, reflexivity must critically consider issues of
voice, representation, and power. Researchers should question whose
language practices are legitimised and avoid reinforcing deficit narratives,
especially when working with marginalised groups (Canagarajah, 1999).
This critical stance strengthens both ethical and theoretical rigour.

In conclusion, reflexivity is essential in qualitative research, requiring
researchers to critically examine how their identity, assumptions, and
positionality influence interpretation. By being transparent about these
factors, researchers enhance the credibility of their findings, particularly in
language education, where power and identity play key roles. Reflexive
practices, such as memos, journals, and positionality statements, allow for
ongoing self-awareness and deepen the interpretive process, ensuring that
researchers account for the impact of their perspectives on the data.

3

» Reflection questions

Q1. How do your own cultural background, identity, and theoretical
assumptions shape the way you interpret qualitative data?

Q2. In what ways can moving beyond descriptive coding to interpretive
analysis enhance the depth and relevance of your findings?

Q3. How might different theoretical frameworks (e.g., sociocultural, critical,
poststructuralist) influence the meanings you draw from your data?

Q4. What challenges might arise in maintaining reflexivity throughout the
research process, and how can you address them?

Q5. How do power dynamics manifest in your research context, and how
can reflexivity help you recognise and mitigate potential biases in
interpretation?

Exercises

Exercise 1: Coding to interpretation practice

Using a small qualitative dataset (e.g., interview excerpts), perform open,
axial, and selective coding. Then write a brief interpretive statement linking
the themes to relevant theoretical concepts.

Exercise 2: Applying theoretical lenses

Take an existing set of qualitative findings and reinterpret them through
at least two different theoretical frameworks (e.g., sociocultural theory and
critical theory). Compare how each lens shapes the interpretation.
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Exercise 3: Reflexivity journal entry

Write a reflexive journal entry addressing your positionality and how it
might influence your approach to data interpretation. Include personal,
epistemological, and ethical reflections.

Exercise 4: Memo writing

Draft a memo capturing an evolving insight or dilemma encountered
during data analysis. Focus on how your assumptions or context may affect
your interpretation and suggest strategies for reflexive rigour.
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6.3 Revisiting Validity, Reliability,
and Trustworthiness in Analysis

In subchapter 2.7, the foundational principles of validity, reliability, and
trustworthiness were established with a primary focus on measurement
integrity, variable operationalisation, and ensuring rigour during research
design and data collection. While these steps lay a critical foundation, the
interpretation and analysis phase presents unique challenges that require
revisiting these concepts to safeguard the accuracy, consistency, and
credibility of findings. Rigorous analysis is pivotal, as it transforms raw data
into meaningful insights and knowledge claims.

This section explores how researchers can uphold and enhance validity,
reliability, and trustworthiness throughout the process of data analysis and
interpretation, across both quantitative and qualitative paradigms.
Emphasis is placed on practical strategies to prevent common pitfalls such
as overgeneralisation, misinterpretation, bias, and insufficient
transparency, which can all compromise the scientific and ethical quality of
the research.

Validity in the interpretation phase

Validity, often conceptualised as the accuracy and meaningfulness of
research conclusions, extends beyond the precision of measurement
instruments to the interpretive processes that connect data with theory and
practice. While subchapter 2.7 detailed validity in the context of
measurement, this section focuses on the interpretive validity, sometimes
called analytic validity, which ensures that the conclusions drawn from data
are well-supported, logically coherent, and grounded in the evidence.

Threats to validity during analysis

Interpretation is a critical stage in both qualitative and quantitative
research, yet it inherently involves subjective decisions that can threaten
validity. One common risk is confirmation bias, where researchers may
favour data or interpretations that align with their preconceived hypotheses,
potentially skewing the analysis (Nickerson, 1998). Overgeneralisation also
poses a significant threat, occurring when findings are extended beyond the
scope or context supported by the data, thus compromising external validity
(Maxwell, 2012). Additionally, ignoring alternative explanations, such as
confounding variables or contradictory evidence, undermines the internal
validity of conclusions by failing to consider other plausible factors
influencing the results (Shadish, Cook, & Campbell, 2002). Selective
reporting further exacerbates these issues by emphasising statistically
significant or expected outcomes while neglecting non-significant or
unexpected findings, leading to an incomplete and potentially misleading
representation of the data (Simmons, Nelson, & Simonsohn, 2011).
Addressing these threats requires reflexive, transparent analytic practices
that critically engage with the data and its limitations.
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Enhancing validity in interpretation

To ensure interpretive validity, researchers should employ strategies that
include triangulation, member checking, peer debriefing, theoretical
coherence, and reflexivity. Triangulation involves using multiple data
sources, methods, or theoretical lenses to corroborate findings and mitigate
bias (Denzin, 2009). Member checking entails returning interpretations to
participants for feedback, ensuring their views are authentically represented
(Birt et al., 2016). Peer debriefing provides an opportunity for colleagues to
critically review interpretations and challenge underlying assumptions
(Lincoln & Guba, 1985). Theoretical coherence emphasises aligning
interpretations with existing literature, avoiding ad hoc explanations that
lack theoretical grounding (Maxwell, 2012). Reflexivity encourages
researchers to reflect on their own positionality and biases, promoting
transparency in the interpretive process (Finlay, 2002).

Quantitative analytic validity

In quantitative data analysis, ensuring validity means that statistical
conclusions accurately represent the data and the constructs being studied.
Researchers should carefully select statistical tests that match their
research questions and rigorously check the assumptions underlying these
methods, such as normality, homogeneity of variance, and independence of
observations. Beyond reporting p-values, it is essential to include effect sizes
and confidence intervals, which provide a clearer picture of the magnitude
and precision of observed effects. Additionally, exploring alternative
statistical models and conducting sensitivity analyses can help assess the
robustness of findings by showing whether results hold under different
analytical choices. Together, these practices strengthen the validity and
reliability of quantitative analyses and support more credible
interpretations. Consider preregistration of analysis plans and share
analysis code, output, and anonymised data (where ethical/feasible) to
enhance transparency and reproducibility. A concise matrix can help link
common analytic threats to practical mitigations in language education
studies.

Table 54. Strategies to Enhance Validity During Analysis

Strategies to Example in language

Threat to validity Description mitigate education research

Cross-validating

Preferring data  Triangulation, peer learner interviews with

Confirmation bias that supports debriefing,

L classroom
hypotheses reflexivity observations
Extending Thick description, Limiting claims about
Overgeneralisation findings beyond clear contextual learner motivation to
data boundaries study context
. . Neglectmg Sensitivity Testing for effects of
Ignoring alternative confounding or analyses, ) . .
. . 1 . prior proficiency in
explanations contradictory considering rival FOUD Comparisons
data hypotheses group P
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Strategies to Example in language
mitigate education research

Publishing both

Threat to validity Description

Reporting only E‘gaélli}?srent positive and null
Selective reporting  significant or inglusio E’o £ null findings on grammar
expected findings results instruction

effectiveness

Reliability and dependability during analysis
While reliability traditionally refers to consistency and stability in
measurement, during the analysis phase, it pertains to the consistency and
transparency of interpretive processes. In quantitative research, this often
involves ensuring that statistical procedures are reproducible and that the
coding or scoring of data is dependable. In qualitative research,
dependability reflects the stability of data interpretation over time and
across researchers, acknowledging that multiple perspectives may exist but
emphasising methodological transparency.

Quantitative reliability in analysis is maintained through several key
practices. Researchers apply coding schemes and data cleaning protocols
consistently—for example, by using clear rules when categorising open-
ended survey responses or managing missing data to minimise subjectivity
and errors. When human judgement is involved, such as in essay grading
or discourse analysis, inter-coder or inter-rater reliability checks are
essential; independent coders assess samples of data, and agreement
statistics like Cohen’s kappa are calculated to ensure consistency (Mackey
& Gass, 2015). Additionally, replication of statistical analyses by re-running
tests with different software, subsets of data, or alternative analytic
approaches further confirms the robustness and reliability of findings
(Creswell & Creswell, 2018). When decisions are subjective (e.g., outlier
handling, scoring rules), record a brief decision log and report a sensitivity
analysis showing that conclusions are robust to reasonable alternatives.

In qualitative research, dependability emphasises the stability and
transparency of the analytical process. While it accepts interpretive
flexibility unlike quantitative reliability, it requires rigorous documentation
and reflexive practices. This includes maintaining audit trails that provide
detailed records of all research steps—such as data collection, coding
decisions, category development, and theme emergence—enabling external
auditors or readers to trace how conclusions were drawn (Lincoln & Guba,
1985). Researchers also engage in code-recode procedures, coding data
initially, pausing, and then re-coding after some time to check for
consistency (Miles & Huberman, 1994). Peer review and debriefing play a
vital role by involving colleagues to critically assess coding frameworks and
thematic interpretations, thereby identifying potential inconsistencies or
biases (Patton, 2002). Additionally, reflexive journaling supports
transparency and self-awareness by recording evolving thoughts, decisions,
and interpretive challenges throughout the process (Finlay, 2002).
Collectively, these strategies ensure that qualitative findings are grounded
in a systematic, transparent, and traceable process rather than being
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arbitrary. The following crosswalk contrasts quantitative reliability and
qualitative dependability during analysis.

Table 55. Reliability and Dependability in Data Analysis

Aspect Quantitative Qualitative Example
research research
Two coders
. Inter-rater Code-recode independently
Consistency of L , .
coding reliability (Cohen’s checks, peer categorise classroom
kappa, ICC) review interaction types and

compare codes

Replication of
statistical tests, Audit trails
sensitivity analysis; documenting

Re-running ANOVA

Reproducibility of with subsets of

analysis . . > . learners to check
archive syntax and analytic decisions e
L stability of results
session info.
Clear Reflexive
documentation of . . Maintaining logs of
. journaling, .
data handling and . analytic memos
Transparency . detailed . .
transformations, . during thematic
cy methodological .
with time-stamped analysis
. notes
scripts.
Independent scoring
Minimisine bias Preregistration, Peer debriefing, of oral tasks without
g blind scoring reflexivity knowledge of learner

background

Challenges to reliability and dependability in analysis

Ensuring reliability and dependability in data analysis presents several
challenges. Qualitative data, by nature, are often ambiguous and open to
multiple interpretations, requiring researchers to rigorously document and
justify their analytic decisions to maintain dependability. Additionally,
researcher bias poses a significant concern, as analysts inevitably bring
their own perspectives and assumptions into coding and theme
development. Addressing this requires ongoing reflexivity and the use of peer
review or triangulation to minimise subjective influence. In longitudinal or
iterative studies, changing contexts over time further complicate
interpretation, demanding careful attention to how evolving conditions
impact data meaning. On the quantitative side, technical errors—such as
mistakes in coding, statistical analysis, or misuse of software—can
undermine reliability; routine syntax/version control (e.g., R scripts/SPSS
syntax with package versions) reduces these risks. Together, these
challenges highlight the need for transparent, systematic approaches to
analysis to uphold the integrity of research findings.

Trustworthiness and confirmability in interpretation
In qualitative research, the process of interpreting data is inherently
subjective and reflective, which makes trustworthiness especially critical
during analysis and reporting. This phase moves beyond description to
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insightful, credible interpretations that accurately represent participants’
realities while grounded in evidence.

Confirmability, akin to objectivity, recognises the researcher’s active role
in shaping analysis while ensuring interpretations remain grounded in the
data rather than influenced by personal bias or preconceived ideas. To
achieve confirmability during analysis, researchers systematically
incorporate raw data excerpts such as participants’ direct quotes and
detailed field notes, anchoring themes in concrete evidence (Lincoln & Guba,
1985). Include at least one negative/deviant case and briefly note rival
explanations to demonstrate analytic openness. Maintaining thorough audit
trails of analytical decisions—documenting how codes developed into
categories and themes, including reasons for merging, splitting, or
discarding codes—enhances transparency. Additionally, reflexive practices
are essential: researchers critically examine their own positionality,
assumptions, and potential biases through memos, journals, or peer
discussions, fostering interpretive honesty and strengthening the
trustworthiness of the analysis (Berger, 2013).

Triangulation: Strengthening trustworthiness
Triangulation is a key strategy to enhance the trustworthiness of qualitative
research by integrating multiple perspectives and data sources. It validates
findings through cross-verification, reducing bias and deepening
understanding. Report what converged, what diverged, and how
discrepancies were resolved, not just that multiple sources were used.

Data triangulation wuses diverse sources—such as interviews,
observations, and documents—to corroborate evidence across contexts or
groups, helping identify consistent themes and discrepancies (Patton, 2002).

Methodological triangulation combines different methods, for example,
quantitative surveys with qualitative interviews, capturing both the breadth
and depth of a phenomenon. Quantitative data reveal patterns, while
qualitative data provide detailed meanings.

Investigator triangulation involves multiple researchers independently
analysing data, fostering critical discussion to compare interpretations and
minimise individual bias. This collaborative review strengthens analytic
rigour.

Theoretical triangulation applies different theoretical frameworks to
interpret data, testing findings’ robustness by exploring alternative
explanations and promoting reflexivity.

Together, these forms of triangulation improve the credibility,
dependability, and confirmability of qualitative findings, making them more
persuasive and defensible. Table 56 summarises these confirmability and
triangulation strategies:
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Table 56. Strategies to Enhance Confirmability
and Trustworthiness in Qualitative Analysis

Strategy Description Example

Supporting interpretations Including verbatim interview quotes

Use of direct with participant quotes and illustrating a theme on learner

data excerpts

field notes anxiety
. . Detfal.l ed records of co.dmg, Documenting rationale behind code
Audit trails decisions, and analytic - . -
revisions in NVivo
memos
Reflective journaling on Researcher notes on how their
Reflexivity researcher biases and teaching background shapes
assumptions analysis
Data Using multiple data sources Combining classroom observations
triangulation to corroborate findings with student interviews
Methodological Employing diverse research Complementing survey data with
. . methods to deepen
triangulation . focus groups
understanding
Investigator Multlple researchers . Two researchers coding transcripts
. . independently analysing ;
triangulation data separately and comparing results
Theoretical Applying different Analysing identity construction
. . theoretical frameworks to  through both sociocultural and
triangulation - i
interpret data critical pedagogy lenses

Ethical considerations are tightly intertwined with methodological rigour in
analysis. Researchers bear a responsibility to respect participant voices by
avoiding misrepresentation or over-interpretation, thereby preserving the
integrity of participant meaning. Transparency regarding analytical
limitations is also crucial, as openly discussing ambiguities or uncertainties
prevents overstating conclusions. Moreover, throughout analysis and
presentation, protecting participant confidentiality and anonymity is
imperative, maintaining trustworthiness not only methodologically but also
ethically.

» Reflection questions

Q1. How might confirmation bias influence the interpretation of your data,
and what specific steps can you take to mitigate its effects during analysis?
Q2. In what ways can triangulation enhance the trustworthiness of
qualitative research findings, and how could you apply it in your own
studies?
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Q3. What challenges do you foresee in maintaining dependability in
qualitative data analysis, especially when working with ambiguous or
complex data?

Q4. How does reflexivity contribute to confirmability, and what practical
methods can you use to ensure you remain reflexive throughout your
analysis?

Q5. Why is transparency in documenting analytical decisions critical for
both qualitative and quantitative research, and how does it affect the
credibility of your findings?

Exercises

Exercise 1: Bias identification exercise

Review a sample qualitative data set or transcript. Identify at least three
potential instances of confirmation bias or selective reporting. Write a brief
explanation of how these biases might affect the analysis and suggest
strategies to address them.

Exercise 2: Triangulation application task

Choose a research topic relevant to your field. Develop a plan that
incorporates at least two types of triangulation (data, methodological,
investigator, or theoretical). Outline how each will strengthen your study’s
validity and trustworthiness.

Exercise 3: Audit trail simulation

Using a small qualitative data set (e.g., interview excerpts), create an
audit trail documenting your coding process: initial codes, decisions to
merge or discard codes, and how categories and themes emerge. Reflect on
how this documentation supports dependability.

Exercise 4: Statistical validity check

Given a quantitative data set and analysis output (you can use a public
dataset or simulated data), verify whether the assumptions of the statistical
tests (e.g., normality, homogeneity, independence) are met. Report your
findings and suggest alternative analyses if assumptions are violated.
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6.4 Presenting Data: Tables, Graphs, Visuals,
and Participant Voice

Presenting data is the stage where complex analyses are translated into
accessible evidence. Clear tables, graphs, visuals, and selected excerpts
enable readers to see patterns, relationships, and meanings while preserving
methodological transparency and ethical care (Creswell & Creswell, 2018).
Effective presentation is purposeful: formats are chosen for what they reveal,
labels and captions support immediate comprehension, and design choices
avoid distortion. Because audiences and venues vary, accessibility
matters—Ilegible type, colour-blind-safe encodings, and alternative text in
digital outputs. For qualitative materials, context and confidentiality are
integral to quoting participants. For quantitative displays, graphical
integrity and appropriate precision guard against misinterpretation. This
subchapter synthesises principles and practice for presenting quantitative,
qualitative, and mixed-methods results, including joint displays that align
strands, and offers guidance on ethical governance of visual and textual
evidence.

Principles of effective data presentation
Effective data presentation enhances the clarity, -credibility, and
interpretability of research findings. In linguistic and educational research
— as well as across broader fields — data must be communicated in a
manner that supports accurate and ethical interpretation. Visual,
numerical, and textual information should be presented purposefully, with
both the audience and the research context in mind.

Clarity is foundational to effective communication. Tables and figures
should be clearly titled, consistently labelled, and accompanied by concise
captions that support immediate comprehension. Visual design choices
must be guided by communicative intent to ensure that the intended
message is not obscured. This includes selecting appropriate formats (e.g.,
bar charts, scatterplots, or thematic tables) based on the nature of the data
and the analytical purpose.

Equally important is relevance. Only data that directly support the
research aims and arguments should be included. Extraneous or overly
detailed visuals can distract from key findings and reduce interpretive focus.
As Tufte (2001) notes, effective data displays should prioritise content over
decoration, promoting understanding rather than visual noise.

Accuracy must be maintained throughout. Data presentation should
avoid misleading practices such as truncated axes, disproportionate scaling,
or selective omission of data points. Few (2012) emphasises that such
distortions, whether intentional or not, compromise the integrity of the
research and mislead audiences. Zero baselines are recommended for bar
charts; units should be labelled, and decimal places harmonised across
tables; round to the meaningful precision of your measures. In qualitative
research, this principle also extends to the use of participant quotations,
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which must be contextualised and representative of broader patterns rather
than isolated outliers.

Accessibility is another vital consideration, particularly when research is
disseminated to diverse audiences. Tables and figures should use high-
contrast colours, legible font sizes, and avoid relying solely on colour to
convey meaning. Ensuring accessibility also includes using alternative text
for images and visuals when publishing online or in digital formats. Avoid
colour-only encoding; pair colour with shape/line type, use colour-blind-
safe palettes, and target 24.5:1 contrast for text elements (Kosslyn, 2006).
These design principles are essential for including readers with visual
impairments or other access needs.

Finally, ethical responsibility underpins all forms of data presentation.
This includes the obligation to protect participant anonymity and
confidentiality, especially when presenting direct quotes or data from small,
identifiable subgroups. Researchers must avoid distorting or oversimplifying
participant voices, particularly when working with sensitive linguistic,
cultural, or educational data. Visual and textual representations should
honour the complexity of participants’ experiences and avoid perpetuating
stereotypes or reinforcing power imbalances.

Together, these principles — clarity, relevance, accuracy, accessibility,
and ethics — support transparent, trustworthy, and effective research
communication. They ensure that data presentation not only conveys
findings but also reflects the analytical rigour and moral accountability
expected in scholarly work.

Presenting quantitative data
In applied linguistics and language education research, quantitative data—
such as frequency counts, test scores, or survey results—are most effectively
communicated through tables, charts, and graphs. The choice of format
depends on whether precise numerical values or broader trends and
patterns are being emphasised.

Tables are ideal for presenting exact numerical data, enabling detailed
comparisons across categories or groups. They should include clear, concise
titles and labels, consistent formatting (e.g., decimal places), and logically
ordered categories to aid readability. Footnotes or annotations may be used
to clarify complex information. According to Doérnyei (2007), careful
attention to these details enhances clarity and interpretability in applied
linguistics research.

Charts and graphs serve to visualise data trends, distributions, and
relationships. Common types include bar charts for comparing categorical
data, line graphs for tracking changes over time, pie charts for illustrating
proportions, histograms for frequency distributions, scatterplots for
examining correlations, and boxplots for summarising variability and
outliers. Use pie charts sparingly (<5 categories, mutually exclusive, sum to
100%); bar or stacked bar charts usually support more accurate
comparisons (Tufte, 2001; Cleveland, 1993). Where possible, display
uncertainty (e.g., 95% confidence intervals or standard error bars) and
disclose sample sizes (n) in figure notes. Cleveland (1993) underscores the
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importance of graphical integrity, warning against distorted scales or
misleading representations that can misinform interpretation.

Visual accuracy is further emphasised by Few (2012), who stresses the
need for properly scaled axes and the elimination of unnecessary decorative
elements. Tufte (2001) advocates maximising the “data-ink ratio,”
encouraging designers to focus on data presentation without superfluous
embellishments. Kosslyn (2006) highlights accessibility considerations,
such as legible fonts and sufficient contrast, ensuring visuals are
interpretable by a wide audience, including those with visual impairments.
Captions should interpret the figure’s takeaway (not just restate labels), and
include data source and any exclusions.

In applied linguistics and language education, charts and tables must be
designed with clarity and transparency to effectively communicate
quantitative findings to both researchers and practitioners, facilitating
rigorous and ethical dissemination of results.

Presenting qualitative data
In qualitative research, especially within applied linguistics and education,
data presentation requires a careful balance between analytical clarity and
ethical sensitivity. Unlike quantitative findings, which are typically
summarised statistically, qualitative data are communicated through
thematic organisation, illustrative excerpts, and visual representations that
convey meaning, context, and complexity (Creswell & Poth, 2018).

Thematic tables are a common way to present patterns across data sets,
listing themes and subthemes with brief explanations and supporting
quotes. While useful for structuring findings, such tables should not replace
interpretive depth. They are most effective when paired with explanatory
narrative that situates them within the broader analytical framework.

Participant voice remains central to qualitative reporting. Selected
excerpts from interviews, focus groups, or written responses provide
concrete support for analytical claims and allow readers to engage directly
with the perspectives of those represented. State quotation conventions
(ellipses, [clarifications]), pseudonym rules, and—if applicable—translation
procedures (who translated, whether back-translation or member checks
were used). These excerpts should be contextualised and representative of
broader patterns rather than isolated anecdotes. Ethical care is essential
when attributing quotations; pseudonyms and anonymised descriptors help
preserve confidentiality while maintaining contextual richness.

Visual tools—such as coding trees, flowcharts, conceptual diagrams, and
word clouds—can enhance transparency by illustrating the development of
categories or the relationships between themes. However, these visuals must
be used judiciously and explained clearly to avoid misinterpretation or
reduction of complex insights (Miles, Huberman, & Saldana, 2014). When
showing coding trees, note whether nodes are inductive or theory-driven,
and time-stamp versions if the structure evolved.

Ultimately, effective qualitative data presentation involves more than
display; it is part of the analytical process. It should invite interpretation
without oversimplifying, maintain fidelity to participants’ experiences, and
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support the trustworthiness of the research through transparency,
coherence, and ethical care.

Presenting mixed-methods data
Mixed-methods research, which integrates both quantitative and qualitative
approaches, offers a more comprehensive understanding of complex
phenomena in applied linguistics and language education. Effective data
presentation must reflect this integration by balancing distinct data types
while demonstrating how they interact to address the research questions
(Creswell & Plano Clark, 2018).

A common strategy is side-by-side presentation, where quantitative and
qualitative findings are reported in parallel. For example, statistical patterns
in language test scores might be presented alongside interview excerpts that
explain learner performance. This format offers both generalisable trends
and contextualised insight, supporting a richer interpretation of the data.
As Dornyei (2007) notes, structure and framing are crucial to avoid
privileging one data type over the other.

Alternatively, an integrative approach weaves findings into a unified
narrative, such as using interview data to interpret survey results or
employing qualitative themes to inform the design of a follow-up
questionnaire. This strategy is particularly valuable in language education
research, where pedagogical practices can be contextualised through both
quantitative evidence and lived experiences (Dérnyei, 2007).

The presentation should also align with the study’s methodological
design—whether explanatory sequential, exploratory sequential, or
convergent—each of which has implications for how and when data are
displayed (Creswell & Plano Clark, 2018). Label displays with the phase
(QUAN — QUAL or QUAL — QUAN) so readers can follow the sequence.
Visual tools such as joint displays, data matrices, or narrative summaries
can aid integration while maintaining clarity. Joint displays that align
quantitative results with qualitative themes make meta-inferences explicit
(Fetters, Curry, & Creswell, 2013).

Ultimately, presenting mixed-methods data requires thoughtful
organisation, transparency, and ethical care. The goal is to ensure that both
strands retain their integrity while working together to produce a coherent,
nuanced account of the research findings.

Ethical considerations in displaying data
Ethical responsibility in data presentation is a fundamental aspect of
rigorous research practice. In both quantitative and qualitative studies,
especially within applied linguistics and language education, researchers
must ensure that data displays are accurate, respectful, and transparent.
Ethical display involves more than avoiding deception; it also requires
careful attention to issues of anonymity, representation, and the potential
impact of how findings are visualised and interpreted.

In quantitative research, misleading graphs—such as those with
truncated axes or disproportionate scales—can distort interpretation and
lead to false conclusions (Few, 2012). Researchers must also avoid

256



selectively reporting only statistically significant results, as this introduces
bias and undermines the integrity of the findings. Pre-specification of
figure/table outputs is advisable, and null results can be included in
appendices to reduce outcome-reporting bias.

In qualitative research, ethical considerations are often centred on
participant voice. When excerpts are quoted, they should be contextualised,
anonymised, and used with care to avoid misrepresentation or tokenism.
Direct quotations should reflect broader patterns rather than exceptional or
sensational statements. Participants’ words should not be extracted solely
for rhetorical effect but should contribute meaningfully to the analysis
(Creswell & Poth, 2018).

In visualising data—whether through graphs, coding trees, or joint
displays—researchers must ensure that design choices do not inadvertently
bias interpretation. Colour schemes, labels, and ordering can subtly
influence how data are perceived. Accessibility should also be considered,
including font size, contrast, and design for readers with visual impairments
(Kosslyn, 2006).

Finally, researchers have a responsibility to present data in ways that
uphold the dignity of participants and communities, particularly when
working with marginalised groups. Suppress or aggregate very small
subgroups in tables/figures to avoid deductive disclosure, and cross-check
visuals against your consent and data-sharing plans (see Chapter 3). Ethical
data presentation thus supports not only analytical rigour but also the
broader principles of respect, justice, and transparency that underpin
responsible research. For statistical display conventions, see 6.1; for
interpretive use of quotes and visuals, see 6.2; for rigour and transparency
expectations in reporting, see 6.3.

3

» Reflection questions

Q1. How do you determine which visual format (e.g., table, graph, or chart)
best represents your data, and what factors influence your decision?

Q2. What ethical considerations do you need to keep in mind when
presenting participant data, especially qualitative quotes, to ensure both
confidentiality and meaningful representation?

Q3. In what ways can the presentation of quantitative data distort or mislead
research findings, and how can researchers avoid these pitfalls?

Q4. How can triangulation or mixed-methods data presentation help in
providing a more comprehensive understanding of your research findings?
Q5. What steps can be taken to make your data presentations accessible to
a diverse audience, including those with visual impairments or differing
levels of data literacy?
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Exercises

Exercise 1: Table construction

Create a table that presents the results of a hypothetical survey in
language education. Include clear titles, labels, and footnotes where
necessary. Consider how you can organise the categories logically and
ensure that all data directly supports your research aims.

Exercise 2: Graph selection

Given a set of data (e.g., frequency counts or test scores), decide which
type of graph would be most effective to represent this data. Choose between
a bar chart, line graph, or pie chart, and explain your reasoning behind the
choice.

Exercise 3: Participant voice integration

Develop a sample thematic table based on qualitative data (e.g., from
interviews) and include supporting quotes from participants. Ensure that
each quote is appropriately anonymised and contextually relevant. Discuss
how you would present these quotes ethically, without misrepresenting
participants’ views.

Exercise 4: Mixed-methods data presentation

Imagine you have both quantitative data (e.g., test scores) and qualitative
data (e.g., interview responses about learners’ experiences). Create a side-
by-side presentation that integrates both sets of data. Explain how the
qualitative data deepens the understanding of the quantitative trends.

Conclusion to Chapter 6
Chapter 6 has treated analysis as the disciplined work of turning evidence
into warranted claims. Across quantitative and qualitative traditions, the
emphasis falls on alignment: methods, assumptions, and displays should fit
the questions asked and the materials at hand, and the resulting claims
should be proportionate to what the evidence can bear. Quantitative
procedures begin by describing before inferring; summaries of centre,
spread, and shape orient the reader, while inferential tests address bounded
comparisons and are reported with effect sizes and uncertainty to situate
estimates rather than overstate precision. Assumption checks, sensitivity
analyses, and transparent handling of anomalies keep inference honest and
portable across contexts.

Qualitative interpretation is framed as an argued construction rather
than a paraphrase. Patterns do not speak for themselves; they are built
through iterative coding, constant comparison, and memoing, then
disciplined by theory, negative cases, and the careful use of participant
voice. Reflexivity and positionality are methodological resources here: they
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make visible how interpretations were reached and the limits within which
they travel.

Rigour is sustained by documentation. Decision logs, inter-rater checks
or code-recode cycles, preregistered or at least pre-specified analyses where
feasible, and auditable trails of coding and model choices permit others to
retrace the path from raw materials to claims. Trustworthiness grows when
rival explanations are entertained, triangulation is used to corroborate or
complicate patterns, and ambiguity is acknowledged rather than edited out.

Presentation is part of argument, not an afterthought. Tables and figures
clarify structure when they are accurate, accessible, and candid about
uncertainty; qualitative displays—quotation conventions, thematic tables,
coding trees—carry pattern and nuance without compromising anonymity.
In mixed-methods work, joint displays and concise narrative bridges make
integrative reasoning visible, showing how numerical trends and lived
accounts inform one another. Throughout, ethical responsibility anchors
presentation: care with small cells, faithful quotation, and attention to
accessibility ensure that communication respects participants and readers
alike.

Taken together, the chapter characterises analysis as a sequence of
connected, transparent decisions—describe, test, interpret, and show—that
enable claims to be examined, reused, and extended. The pay-off is
cumulative: findings that are intelligible to diverse audiences, accountable
to evidence, and usable for both scholarship and pedagogy.

Key takeaways

e Summarise before you infer; show what the data support.

e For quant, check assumptions and report effect sizes and
uncertainty.

e For qual, move from codes to theory, grounding claims in excerpts
and reflexivity.

e Document decisions; use reliability checks and triangulation.

e Present clearly and ethically; integrate strands transparently in
mixed methods.
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CHAPTER 7. WRITING AND PUBLISHING
RESEARCH

7.1 Structuring research papers and theses

7.2 Academic writing style, clarity, and coherence

7.3 Ethical writing and avoiding plagiarism

7.4 Publishing strategies: Selecting journals, writing abstracts and articles
7.5 Dissemination and translating research into practice

Writing and publishing are the stages where inquiry becomes
communicable knowledge. In applied linguistics and language education,
effective writing does more than report results: it constructs a scholarly
voice, makes methods and claims auditable, and positions work in
disciplinary conversations. Section 7.1 clarifies architectures for papers and
theses—Introduction—-Methods—Results-Discussion (IMRaD), qualitative
narratives, and mixed-methods reports—and how structure follows
paradigm and purpose. Section 7.2 develops style: clarity, coherence, stance
and hedging, with practical tactics for paragraphs, flow, and signposting.
Section 7.3 treats ethical writing and attribution—citation, paraphrase,
quotation, self-citation, and data reuse—linking to Section 3.5 on digital and
publishing ethics. Section 7.4 outlines publishing strategies: targeting
journals, matching scope and audience, preparing titles/abstracts,
formatting to author guidelines, navigating peer review, and recognising
open-access options and predatory outlets. Section 7.5 addresses
dissemination and knowledge mobilisation: translating findings into
practitioner briefs, policy notes, presentations, and accessible summaries to
support classroom and institutional uptake. Throughout, the chapter
emphasises alignment with Chapter 6 reporting standards and Chapter 3
ethics. The aim is practical: equip readers to organise, write, and publish
work that is clear, credible, and useful to scholarship and practice.
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7.1 Structuring Research Papers and Theses

In applied linguistics and language education, structure is not merely
technical but disciplinary: it encodes epistemologies, rhetorical
expectations, and institutional conventions. A paper or thesis thus
communicates what was studied and also how and why the inquiry was
conceived, conducted, and interpreted, positioning the work within an
academic genre system (Hyland, 2016). This subchapter outlines the
canonical architecture used in empirical reporting—Introduction-Methods-
Results-Discussion (IMRaD)—and its common adaptations across
qualitative, quantitative, and mixed-methods paradigms (Paltridge &
Starfield, 2019). Distinctions between journal articles and doctoral theses
are noted: articles compress literature and methods and often integrate
results and discussion, whereas theses add stand-alone chapters (e.g.,
literature review, context, multiple findings chapters) and fuller
methodological rationale. Attention is also given to practices relevant to
multilingual and novice scholars (Carter, Guerin, & Aitchison, 2020).

1. Introduction
The introduction serves as the narrative gateway into a research paper or
thesis, guiding the reader from a broad disciplinary context toward the
specific focus of the study. It functions not merely as a preamble but as a
strategic rhetorical space where the researcher defines the scope, rationale,
and trajectory of the inquiry. Following the “Create a Research Space”
(CARS) model proposed by Swales (1990), an effective introduction in
language education research typically unfolds in three progressive moves.
First, the researcher must clearly articulate a problem, situating it within
ongoing theoretical, empirical, or pedagogical debates. This
problematisation provides a sense of relevance and urgency, linking the
study to existing conversations in the field (Paltridge & Starfield, 2019).
Second, the introduction should establish the significance of the study—
both in scholarly and practical terms—demonstrating why this problem
warrants investigation. Finally, the researcher must frame the central
research questions or hypotheses, ensuring they arise logically from the
literature and align with the study’s methodological orientation.
Example:

A study investigating gamification in second language learning might
introduce the persistent issue of learner disengagement, review prior
findings on game-based learning, and pose the research question: “What
effect does gamified instruction have on vocabulary retention in adolescent
EFL learners?”

2. Methodology
The methodology section (i.e., the rationale for your approach; journals often
label this section Methods, focusing on procedures) forms the
epistemological backbone of the study, articulating how the research was
designed, how data were collected and analysed, and how the
trustworthiness or validity of findings is ensured. Central to this section is
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the justification of the research design—whether qualitative, quantitative, or
mixed-methods—based on the nature of the research questions and the
theoretical orientation of the study. For instance, qualitative case studies
may be most appropriate for exploring complex phenomena such as teacher
identity or learner attitudes, while experimental designs offer a robust
means of testing causal relationships in language acquisition (Paltridge &
Starfield, 2019). A detailed account of participant recruitment, demographic
characteristics, and ethical procedures must be included to establish
transparency and ethical rigour. Include ethics and governance details
(approval ID, consent procedures, data minimisation, storage/retention)
and, where feasible, add data/code/materials availability statements that
align with journal policies and participant consent (see 3.4-3.5; 6.3). Data
collection instruments—such as interviews, classroom observations,
corpora, or language assessments—should be described not merely in form
but in relation to their function within the study. Finally, the analytical
framework must be clearly outlined, whether it involves statistical
modelling, thematic coding, or discourse analysis. The method of analysis
must be both theoretically grounded and traceable, ensuring interpretive
credibility (Hyland, 2016). Where appropriate, reference reporting standards
(e.g., APA 7t ed. numeric/style conventions; COREQ for interviews/focus
groups; PRISMA for systematic reviews; CONSORT for trials) to make
procedures auditable.
Example:

A study on bilingual literacy development might use a mixed-methods
design, combining reading comprehension scores with parent interviews to
triangulate findings.

3. Results
The results section presents the empirical findings of the study in a clear,
systematic, and objective manner, without engaging in interpretation or
theoretical discussion. Its primary function is to report the outcomes of the
research in alignment with the stated research questions or hypotheses,
thereby allowing readers to assess the strength and scope of the evidence.

For quantitative studies, this involves the presentation of both descriptive
and inferential statistics—such as means, standard deviations, t-tests,
ANOVAs, and effect sizes—accompanied by tables, figures, or graphs that
enhance comprehension and accessibility (Dunleavy, 2003). Effect sizes and
confidence intervals are reported, n per analysis is stated, assumption
checks and any deviations from the analysis plan are disclosed, and pre-
specification/preregistration status is stated where applicable (see Sections
6.1 & 6.3). The data must be reported precisely and consistently, ensuring
that statistical claims are traceable and reproducible.

In qualitative research, findings are typically organised thematically, with
each theme supported by illustrative quotes drawn directly from the data
corpus. These excerpts serve not only to substantiate analytic claims but
also to foreground participant voice and contextual nuance (Carter, Guerin,
& Aitchison, 2020). Quotation conventions (e.g., ellipses, [clarifications]) are
noted; translation procedures (e.g., back-translation/member checks) are
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documented when relevant; and at least one negative/deviant case is
included to demonstrate analytic openness (see Sections 6.2 & 6.3). Logical
sequencing, clarity of subheadings, and transparent data presentation are
essential to ensure the integrity and communicative efficacy of this section.
Example:

A figure might show mean vocabulary scores across three teaching
conditions, while quotes from students reveal perceptions of task
engagement and challenge.

4. Discussion
The discussion section is the intellectual heart of the research report, where
interpretation, analysis, and scholarly voice converge. It is here that the
researcher moves beyond description to engage critically with the findings,
connecting them to the theoretical framework and existing literature.

This interpretive work involves evaluating whether the results
corroborate, extend, or contradict prior studies, and exploring plausible
explanations for these patterns. Rather than merely reiterating results, the
discussion must contextualise them within the broader disciplinary debates
of applied linguistics and language education. Distinguish generalisation
(statistical) from transferability (qualitative), and articulate boundary
conditions for your claims.

It should also articulate the theoretical and pedagogical implications of
the study, highlighting how the findings might inform instructional
practices, curriculum development, or language assessment approaches.

Furthermore, a robust discussion demonstrates reflexivity by
acknowledging the study’s limitations—whether methodological, contextual,
or conceptual—and considering how these constraints might shape the
interpretation or generalisability of the findings. Such transparency not only
enhances the study’s credibility but also provides a foundation for future
inquiry (Paltridge & Starfield, 2019).

Example:

If findings reveal that gamified instruction increases motivation but not
proficiency, the discussion might explore cognitive load theory or task
complexity as possible explanations.

5. Conclusion
The conclusion serves as a concise synthesis of the research, bringing the
inquiry to a thoughtful close while reaffirming its significance within the field
of language education. It should clearly restate the central findings,
ensuring they are explicitly aligned with the research questions posed at the
outset. Rather than introducing new data or interpretations, this section
distils the study’s main contributions to theoretical understanding,
pedagogical practice, or methodological innovation. Based on these
contributions, well-grounded recommendations may be offered—whether for
classroom implementation, curriculum development, language policy, or
further research. Avoid new evidence here; instead signal practical
implications, limitations, and next steps (e.g., longitudinal work, replication
in different contexts), and, where relevant, point to open materials to
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support reuse. These suggestions must emerge logically from the data and
analysis, avoiding unfounded speculation. Finally, a compelling conclusion
often includes a reflective or forward-looking statement that situates the
study within ongoing scholarly conversations and educational challenges.
In doing so, it reaffirms the value of rigorous, context-sensitive research in
shaping the future of language education and underscores the need for
continued inquiry into the complexities of linguistic practice and learning.
Example:

The researcher may conclude that while gamification shows promise,
longitudinal studies are needed to investigate its impact on sustained
language acquisition.

Importance of structure

In applied linguistics and language education, the structure of a research
paper or thesis is both a convention and a communicative strategy. It allows
researchers to organise their thinking, persuade scholarly readers, and
contribute meaningfully to disciplinary knowledge. As Salkind (2012)
emphasises, understanding the logic and flow of research structure—
whether in a proposal, thesis, or journal article—is an essential step that
supports clarity, coherence, and methodological transparency. As
Thompson (2001) has shown in his corpus-based study of doctoral theses,
structural consistency is not a constraint but a scaffolding device that
supports intellectual complexity and methodological transparency. For
novice researchers, mastering this structure is a foundational step in
becoming full participants in the academic community of practice.

Writing research proposals
Research proposals are more than bureaucratic requirements; they are
intellectual blueprints. They outline not only what you intend to do but how
and why. As Denicolo and Becker (2012) note, a strong proposal
demonstrates both scholarly insight and methodological competence.

Whether for funding applications, doctoral approvals, or conference

submissions, most proposals include:

e Research problem and rationale — Why is the study needed? Which
scholarly conversations does it engage?

e Research questions or hypotheses — These must be answerable,
situated in literature, and aligned with your methodology.

e Literature review — Brief but critical. This shows the current state
of knowledge and the gap your work addresses.

e Methods (design, participants, instruments, analysis) — Detail your
design  (qualitative, quantitative, or mixed), participants,
instruments, and data analysis plans.

e Expected outcomes and significance — How might the research
contribute to theory, policy, or practice in language education?

e Timeline and resources — Particularly in funding contexts, this
signals feasibility and planning competence.
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As Booth, Colomb and Williams (2008) advise in The Craft of Research, a
proposal is persuasive: it must convince readers that the study is needed,
doable, and significant.

Example of a proposal opening:

Despite the growing emphasis on translanguaging in multilingual classrooms,
little empirical research explores how teachers mediate translanguaging
practices during assessment. This study proposes a qualitative multiple-case
study of five secondary EAL classrooms in the UK. Using ethnographic
observation and teacher interviews, it seeks to examine the pedagogical
strategies that support equitable multilingual assessment.

This excerpt clearly articulates a research gap, contextualises the study, and
previews the methodological approach—within a single paragraph.

3

» Reflection questions

Q1. How does the IMRaD structure align with the epistemological stance of
your research (e.g., qualitative, quantitative, or mixed-methods)? Are there
sections where the standard structure may require adaptation to suit your
methodological approach?

Q2. In your current or planned research, how effectively does the
Introduction establish a clear research space, as described by Swales’ CARS
model? Have you articulated the problem, gap, and purpose in a scholarly
and persuasive manner?

Q3. To what extent does your methodology section demonstrate
transparency and justifiability? Could a reader from outside your immediate
research context replicate or evaluate your process with confidence?

Q4. When analysing published theses or articles in applied linguistics, what
patterns do you notice in how results and discussions are presented? How
might these insights influence your own structuring choices?

Q5. What challenges do you anticipate in balancing structural conformity
with originality and critical voice in your thesis or paper? How can structure
support—rather than constrain—your academic argumentation?

Exercises

Exercise 1: Comparative structure mapping
Choose two empirical studies in linguistic or language education
research—preferably one qualitative and one quantitative. Create a side-by-
side table comparing how each section (Introduction, Methods, Results,
Discussion, Conclusion) is structured and titled. Note any variations in
content sequencing and rhetorical function.
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Exercise 2: IMRaD template application

Take a research idea of your own (or an ongoing project) and draft a
detailed outline using the IMRaD structure. For each section, write bullet
points indicating what content will be included and how it addresses the
scholarly expectations of the field.

Exercise 3: Critique a published thesis

& Locate a publicly available MA or PhD thesis in applied linguistics or
language education. Write a critical analysis of its structure, evaluating the
coherence, balance between sections, and alignment with conventions
outlined by Paltridge and Starfield (2019). Reflect on how well the structure
supports the intellectual argument of the thesis.

Exercise 4: Rewriting the introduction
If you have an existing draft of a research paper or thesis chapter, revise
the Introduction using Swales’ CARS model:
Establish a territory (what is known),
Establish a niche (what is missing),
Occupy the niche (what your study does).
Peer-review the result or reflect on how the rhetorical clarity has
improved.

269



7.2 Academic Writing Style, Clarity, and Coherence

Academic writing in applied linguistics and language education must
render complex constructs and diverse data intelligible without sacrificing
rigour. Effective prose is precise in terminology, proportionate in its claims,
and coherent in structure so that readers can audit methods and reuse
findings. This subchapter provides field-specific guidance on lexical
precision, calibrated stance and modality, paragraph organisation for flow,
and economical style across qualitative, quantitative, and mixed-methods
reports. The aim is not to prescribe a single voice, but to make arguments
traceable—through consistent terminology, explicit warrants, and
disciplined revision—while meeting disciplinary conventions for tone,
citation, and presentation (Paltridge & Starfield, 2019; Nunan & Choi, 2023;
Swales & Feak, 2012). Brief exemplars and checklists support revision and
alignment with house style. Where relevant, we also note concise ways to
report methods and results so that evidence, rather than rhetoric, carries
the argument.

Tense and section conventions
Tense use in applied linguistics and language education writing typically
aligns with rhetorical purpose and section function (APA, 2020; Swales &
Feak, 2012; Paltridge & Starfield, 2019). Established knowledge and general
claims, particularly in the introduction and literature review, are
conventionally expressed in the present tense (e.g., “Previous studies
show...”), positioning them as part of the ongoing scholarly conversation. In
contrast, the past tense is standard in methods and results sections to
report specific actions and findings (“We administered...”, “Scores
increased...”), thus anchoring them in time and marking them as completed
events (Biber et al., 1999).

The present perfect effectively signals gaps, trends, or the current state
of research (e.g., “Research has emphasised..., yet...”), linking past efforts to
ongoing concerns (Hyland, 2004). Discussions often blend past and present,
using the past to refer to the study’s findings and the present to interpret
them or articulate broader claims.

Regarding voice and person, active voice is widely accepted and often
improves clarity; however, passive constructions remain appropriate when
the agent is unknown, generic, or irrelevant (APA, 2020).

Use of the first-person plural (“we”) is increasingly common in social
science writing, particularly when reporting methods or analytic decisions.
However, in humanities disciplines, the acceptability of “we” varies and may
be discouraged if it implies multiple authorship or lacks clarity. In all cases,
writers should ensure their use of voice aligns with disciplinary expectations
and maintain precision through calibrated modality and reporting verbs
(Hyland, 2016; Swales & Feak, 2012).

In mixed-methods research, tense should follow the sequence of phases
(e.g., QUAL — QUAN), with present perfect bridging cumulative findings.
Tense consistency is also essential in tables, figure captions, and
appendices. For structure, see Section 7.1; for style and stance, see Section
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7.2; for ethical writing, see Section 7.3; for reporting norms that inform
abstracts and results, see Sections 6.1-6.4.

Precision and field-specific lexical choice
Applied linguistics and language education research inherently relies on
specialised  terminology—terms  like interlanguage,  fossilisation,
communicative competence, task-based learning, or learner autonomy each
carry nuanced meanings that must be articulated with exactitude. Precision
in lexical choice is paramount to ensure that arguments accurately reflect
the theoretical stance and empirical evidence.

For instance, rather than stating, “Students improved their language
skills,” an applied linguistics researcher might write, “Participants exhibited
significant gains in pragmatic competence, as evidenced by increased use of
speech acts in the post-intervention discourse samples.” This precision
clarifies what dimension of language ability was assessed and how it was
measured, aligning with standards in applied linguistics research (Paltridge
& Starfield, 2019).

It is also critical to avoid ambiguity in defining key concepts, particularly
in interdisciplinary contexts where terms may carry different meanings. For
example, the term input in language acquisition can refer to any language
exposure, but within research might be more specifically defined as
comprehensible input (Krashen, 1985). Clear definitions support replicability
and theoretical alignment. Where specialised notation is used, follow field
conventions (e.g., IPA for phonetic transcription; interlinear glossing per the
Leipzig Glossing Rules; Jefferson conventions for conversation analysis) and
define symbols on first use.

Furthermore, lexical consistency is essential. If a researcher chooses to
use “form-focused instruction,” the text should not alternate
indiscriminately with “grammar teaching” unless the distinctions between
these terms are explicitly acknowledged.

Objectivity and formality in linguistic research writing
Research in applied linguistics and language education demands an
impartial and scholarly tone that distances the writer’s subjective opinions
from the evidence. This objectivity enhances credibility and facilitates peer
evaluation. For example, rather than writing “I think gamification helped
students learn better,” the formal and objective phrasing would be, “The
findings suggest that gamification positively influenced learner motivation
and vocabulary acquisition.”

The use of third-person constructions, passive voice where appropriate,
and modal verbs (“may,” “might,” and calibrated reporting verbs such as
“suggests”) is common to mitigate unwarranted certainty and signal
appropriate caution in interpreting results (Swales & Feak, 2012). For
example:

e Subjective: “The intervention clearly improves learner outcomes.”
e Objective: “The intervention appears to enhance learner outcomes,
although further research is required to confirm these findings.”
Use calibrated reporting verbs and hedges to signal stance precisely:
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¢ Evidence-based: show, demonstrate, estimate, detect

» Cautious/interpretive: suggest, indicate, appear, may, might

* Disputed/contrasting: challenge, contradict, qualify, nuance
Avoid over-claiming verbs (e.g., “prove,” “confirm”) unless warranted by
design.

Formality also entails adherence to standard academic conventions,
avoiding contractions (e.g., “does not” instead of “doesn’t”) and colloquial
expressions (“kids” vs. “learners”). Pinker (2014) reminds us that formality
should not equate to obscurity; clarity and accessibility remain paramount
even within formal writing.

Coherence and logical flow in presenting linguistic research
Coherence is essential to guide readers through the often complex
arguments and data presentations characteristic of applied linguistics and
language education research. The text must be structured logically so that
each section and paragraph builds systematically upon what has preceded
it.

For example, when discussing qualitative data from classroom
observations, a researcher might begin with a topic sentence introducing the
theme—such as “Learner uptake during peer interaction revealed patterns
of negotiation of meaning”—and then provide specific examples and
analysis. Transitions such as “this suggests,” “in contrast,” or “similarly”
signal relationships between ideas and maintain flow (Nunan & Choi, 2023).
At the paragraph level, follow a Claim-Evidence-Warrant pattern: a clear
topic sentence, specific data or citation, then a sentence that explains why
the evidence supports the claim. Use forward signposts (“In summary...,”
“Two implications follow...”) at the end of major sections.

Additionally, thematic progression is critical when weaving together
multiple strands of research—for example, linking the theoretical framework
of interactionist second language acquisition with empirical findings from
task-based language teaching. The narrative should progress from theory to
methodology, then to findings, and finally implications, with clear
signposting at each stage.

Conciseness and economy of expression
Conciseness is a hallmark of effective academic writing, allowing complex
ideas to be communicated without unnecessary verbosity. In applied
linguistics and language education, this means presenting nuanced
arguments—such as the interaction between learner variables and
instructional techniques—in a manner that is both thorough and succinct.

An example of overly verbose phrasing might be:

e Verbose: “It is very important to note that the results from the
various assessments that were conducted as part of this study
clearly indicate that the students’ oral proficiency improved
significantly.”

e Concise: “Assessment results indicate significant improvements in
students’ oral proficiency.”
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Concrete nouns and verbs are preferred over nominalisations (e.g., “we
tested” not “we conducted a test”), and stacked modifiers (“highly significant
large positive increase”) should be pruned to the minimal set that adds
meaning.

Murray and Hughes (2008) emphasise that iterative revision focusing on
eliminating redundancy strengthens the argumentative impact and
improves reader engagement. Concise writing supports clearer hypothesis
articulation and more effective data interpretation.

Examples of refined style in applied linguistics research writing

Example 1: Writing about second language acquisition

e Less refined:

“The study looked at how students learn a second language. They seemed
to get better at speaking and writing after the course.”

e Refined:

“This study investigates the effects of a communicative language teaching
approach on the development of oral and written proficiency among adult
second language learners.”

Example 2: Reporting qualitative findings in language education

e Less refined:

“Teachers said that the new curriculum was useful and that it helped
students participate more.”

e Refined:

“Participants reported that the revised curriculum fostered increased learner
engagement and facilitated more dynamic classroom interaction.”

In sum, academic writing in applied linguistics and language education
research requires a deliberate balance of precision, objectivity, formality,
coherence, and conciseness. These qualities not only enhance the
accessibility and persuasiveness of scholarly arguments but also uphold the
disciplinary standards that allow research to contribute meaningfully to
theory, pedagogy, and policy. By integrating insights from field-specific
scholarship, such as Paltridge and Starfield (2019) and Nunan and Choi
(2023), and grounding writing strategies in the linguistic and educational
context, researchers can elevate the clarity and impact of their work.

e . .

. Reflection questions
Q1. How does precision in terminology influence the interpretation of
research findings in your linguistic or language education study?
Q2. In what ways can maintaining objectivity improve the credibility of your
research manuscript?
Q3. Reflect on your use of cohesive devices and paragraph structure. How
do they contribute to coherence in your writing?
Q4. Identify a passage from your own writing that could benefit from
increased conciseness and rewrite it.
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Q5. How do the specific demands of applied linguistics and language
education research shape your approach to academic writing style?

Exercises

Exercise 1: Terminology precision
Select a paragraph containing specialised terminology. Define each key
term explicitly and assess whether the terminology is consistent throughout.

Exercise 2: Objectivity practice
Rewrite a subjective or personal reflection passage into an objective
academic style using third-person language and modal verbs.

Exercise 3: Coherence mapping
Outline the logical flow of a literature review or findings section. Add
appropriate transition words and topic sentences to enhance flow.

Exercise 4: Conciseness revision

[ Edit a verbose paragraph from your research draft, focusing on
eliminating redundancy and improving clarity.
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7.3 Ethical Writing and Avoiding Plagiarism

Ethical writing is a cornerstone of rigorous scholarly practice, particularly
in the fields of applied linguistics and language education, where the
transmission of ideas and data integrity underpin the advancement of
knowledge. Building on the responsible publishing principles outlined in
Section 3.5, this subchapter hones in on the ethical responsibilities inherent
in the writing process itself. Ethical writing entails the accurate
representation of ideas and research findings, clear differentiation between
one’s original contributions and those of others, and scrupulous avoidance
of plagiarism in all its forms.

As Paltridge and Starfield (2019) argue, ethical writing is not simply a
matter of compliance with rules; it reflects a fundamental respect for the
intellectual labour of others and safeguards the credibility of the discipline.
For researchers working with diverse linguistic data—ranging from
theoretical frameworks to learner corpora and ethnographic observations—
such ethical diligence is indispensable. This subchapter elaborates on the
principles and practices that constitute ethical writing, explores common
challenges and pitfalls, and offers practical strategies to maintain integrity
and clarity in academic prose.

Defining ethical writing in applied linguistics and language
education research
Ethical writing involves honesty, transparency, and accountability in the
use of sources and the presentation of research findings. Swales and Feak
(2012) emphasise that academic writing must carefully distinguish between
the writer’s original ideas and those derived from other scholars. This
distinction is crucial in applied linguistics, where nuanced interpretations
of data and theories require precise attribution to ensure that scholarly
debates can proceed on a firm foundation.

Nunan and Choi (2023) stress that clarity and ethical writing are
interdependent: clear language not only aids reader comprehension but also
prevents misunderstandings about the origin and validity of claims. In
applied linguistics research, where terminology can be highly specialised,
ethical writing involves defining key concepts explicitly and citing their
source to avoid ambiguity or misrepresentation.

Common knowledge and secondary citation
Field-specific facts that are widely accepted (e.g., “IPA is the standard
phonetic alphabet”) generally do not require citation, but borderline cases
do. When you have not read the primary source, cite it only when necessary
(APA, 7th ed.) and prioritise locating and citing the primary source in future
drafts. Use secondary citation (‘as cited in’) sparingly and only when the
primary source is genuinely inaccessible; verify quotations against the
primary source wherever possible (APA, 7th ed.).

Plagiarism: Definitions, forms, and consequences
Plagiarism, broadly defined, is the presentation of another person’s ideas,
language, or data as one’s own without proper acknowledgement. According
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to the Committee on Publication Ethics (COPE, 2017), plagiarism
encompasses verbatim copying, inadequate paraphrasing, self-plagiarism,
and even misappropriation of data or images. It is considered a serious
breach of academic integrity that undermines trust in scholarly
communication. Beyond verbatim copying, watch for mosaic/patchwriting
(close rewording with source syntax retained), idea plagiarism (appropriating
an argument without credit), translation plagiarism (translating without
attribution), image/data reuse without permission, and undeclared text
recycling across one’s own outputs.

In language education research, plagiarism can be subtle. For instance,
researchers may inadvertently replicate terminology or frameworks from key
sources without citation, or present learner data extracted from corpora
without appropriate attribution. Such lapses, even if unintentional, can lead
to serious consequences including article retractions, damage to
professional reputation, and loss of credibility in the field.

The rise of digital tools for plagiarism detection has heightened awareness
and scrutiny. Many journals indexed in Scopus and Web of Science (WoS)
employ these technologies routinely, particularly for submissions to Q1 and
Q2 journals with stringent ethical requirements (see Chapter 3.5). As such,
scholars must engage proactively with ethical writing practices to safeguard
their work and careers. Interpret similarity reports diagnostically: examine
high matches (e.g., methods boilerplate, references, quoted text), and revise
wording or add citations where warranted.

Best practices for avoiding plagiarism

1. Accurate citation and referencing
The foundation of ethical writing is rigorous citation. Every idea, theory, or
piece of data borrowed from another source must be clearly and consistently
cited, following discipline-specific conventions—typically APA style in
applied linguistics and language education (Paltridge & Starfield, 2019).
Citations provide readers with the means to verify claims, situate arguments
within ongoing discourse, and credit original authors.

For example, when discussing the concept of “interlanguage” in second
language acquisition, it is essential to cite Selinker’s seminal work (Selinker,
1972) rather than presenting the concept as one’s own. This practice not
only respects intellectual property but also guides readers to foundational
literature.

Likewise, credit datasets, corpora, instruments, and software with
creator, year, version, and DOI/URL where applicable (e.g., AntConc v3.5.9;
COCA v2020.1). This supports transparency and reuse.

2. Quotations and paraphrasing
Ethical writing requires judicious wuse of quotations and skilful
paraphrasing. Direct quotations should be reserved for instances where the
original phrasing is critical to the argument or when precision is necessary,
such as in definitions or theoretical claims. Quotations must be enclosed in
quotation marks and accompanied by page numbers.

Example of correct quotation:
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Selinker (1972, p. 213) defines interlanguage as “an interim linguistic system
constructed by the learner on the path to full competence in the target
language.”

Paraphrasing involves expressing the original idea in new words and
sentence structures while retaining the original meaning, followed by
citation. Paraphrasing is not merely swapping out words but requires
thorough reworking to avoid textual overlap.

Poor paraphrase example (plagiaristic):

Original:

“Language learning is most effective when input is comprehensible and
interaction is meaningful.”

Poor paraphrase:

“Language learning works best when learners get understandable input and
meaningful interaction.” (No citation)

Ethical paraphrase example:

Krashen (1985) and Long (1983) highlight that second language acquisition
occurs most effectively when learners receive input they can understand and
engage in meaningful communicative interactions.

Good paraphrase changes structure and lexis, keeps the idea, and still cites
the source; it is not synonym substitution.

3. Self-plagiarism
Self-plagiarism—reusing substantial parts of one’s own previously
published work without acknowledgement—is a frequent ethical dilemma,
especially for early-career researchers building on prior studies. Although
authors own their previous texts, presenting them as new contributions
without citation misleads editors, reviewers, and readers about the
originality of the research.

For instance, reusing methodological descriptions verbatim across
multiple papers requires either rephrasing or clear cross-referencing to
earlier publications. Transparent self-citation respects scholarly
conventions and preserves trustworthiness. Many outlets permit limited
methods text recycling with citation; always check journal policies and
signal reuse (e.g., “Methods follow X, 2022, with adaptations”).

4. Use of plagiarism detection tools
Automated tools like Turnitin and iThenticate are widely used by
universities and publishers to detect textual overlap. While helpful, these
tools cannot replace careful authorial self-review and ethical vigilance.
Nunan and Choi (2023) recommend that researchers use such software
proactively during drafting stages to identify unintentional similarities and
revise accordingly.
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5. Generative writing tools
If you use grammar assistants or generative Al for editing or drafting,
disclose per journal policy, verify all content, and do not invent citations,
quotes, or data. You—not the tool—are responsible for accuracy and
originality. Do not list generative tools as authors; you remain accountable
for accuracy, originality, and permissions.

6. Permissions and licences
Obtain permission for long quotations, reproduced figures/tables,
instruments, and screenshots where required; acknowledge licences (e.g.,
CC BY) in captions and follow the rights holder’s conditions.

Transparency and reflexivity in ethical writing
Ethical writing extends beyond citation to encompass transparency
regarding the researcher’s positionality, methodological decisions, and
interpretive processes. Paltridge and Starfield (2019) argue that reflexivity—
the deliberate self-examination of the researcher’s influence on the study—
enhances the credibility and ethical robustness of research reports.

For example, in qualitative language education studies, openly
acknowledging one’s role in data collection and interpretation mitigates
accusations of bias and allows readers to assess the validity of findings.
Reflexive writing can include discussing ethical dilemmas encountered,
decisions made about data inclusion, and the impact of researcher
background.

Such transparency honours participants’ contributions and
contextualises findings within a broader epistemological framework.

Collaborative writing and authorship ethics
Many applied linguistics and language education projects involve
collaboration across disciplines or institutions, raising complex questions
about authorship credit. COPE guidelines stress that all listed authors must
have made significant contributions to the conception, design, data
collection, analysis, or writing (COPE, 2017). Where available, use CRediT
(contributor role taxonomy) to document who did what (e.g.,
conceptualisation, data curation, analysis, writing). Agree authorship order
before drafting and revisit if contributions change.

To avoid conflicts, teams should establish clear authorship agreements
at the outset, documenting roles and responsibilities. Ethical authorship
practices prevent guest authorship (adding non-contributors) and ghost
authorship (omitting key contributors), both of which distort the academic
record and violate trust.

Ethical writing is indispensable to the integrity and advancement of
applied linguistics and language education research. It requires careful
attention to citation, conscientious paraphrasing, avoidance of plagiarism,
transparency about the researcher’s positionality, and fair authorship
practices. As research disseminates through peer-reviewed journals—many
governed by COPE principles and indexed by Scopus and WoS—upholding
these standards becomes essential for scholarly credibility and career
progression.
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Researchers who internalise these principles contribute to a transparent,
trustworthy, and dynamic academic community, fostering cumulative
knowledge and innovation. By engaging critically and reflectively with the
ethics of writing, applied linguists ensure their work respects the intellectual
efforts of others while advancing disciplinary understanding.

i "‘
. Reflection questions

Q1. How do your current writing practices align with established standards
for ethical citation and paraphrasing in applied linguistics research?

Q2. Recall a challenging passage you had to paraphrase. What strategies
helped you maintain originality and accuracy?

Q3. In what ways can reflexive writing about your research positionality
strengthen the ethical quality of your work?

Q4. How can explicit authorship agreements reduce conflict and promote
fairness in collaborative writing projects?

Q5. What might be the long-term impacts on the field if plagiarism and
unethical writing practices go unchecked?

Exercises

Exercise 1: Paraphrasing practice

Select a paragraph from an applied linguistics article and rewrite it using
your own words while maintaining the original meaning. Provide an
appropriate citation.

Exercise 2: Quotation vs paraphrase
Identify three sentences from a source text that require direct quotation
and three that can be paraphrased. Practice both forms, citing correctly.

Exercise 3: Self-plagiarism awareness
Review your previous academic writing for repeated content. Rewrite or
cite these appropriately to avoid self-plagiarism.

Exercise 4: Authorship case study

Draft an authorship agreement for a collaborative research project,
specifying roles and criteria for author inclusion, referencing COPE’s
guidelines.
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7.4 Publishing Strategies: Selecting Journals,
Writing Abstracts and Articles

Publishing is part of scholarly dialogue, not a terminal step: it is where
findings are tested, refined, and made accessible (Booth, Colomb, &
Williams, 2008; Silvia, 2007). For researchers in applied linguistics and
language education—especially doctoral and early-career scholars—success
depends on matching a study to an appropriate venue, crafting a focused
abstract, and developing a manuscript that fits disciplinary expectations.
These choices are never neutral; they reflect epistemological stance,
audience, and research agenda (Paltridge & Starfield, 2007; Denicolo &
Becker, 2012). Because indexed journals are competitive, planning must
balance visibility with specificity and methodological maturity (Murray &
Moore, 2006).

This subchapter offers a practical sequence: Fit (select a journal whose
scope matches your questions and methods), Claim (state the contribution
succinctly in a structured abstract), Form (shape a transparent, auditable
IMRaD article), and Submit & iterate (cover letter, reviewer response, and
ethical transparency). Examples are drawn from applied linguistics and
language education.

Selecting appropriate journals and conferences
Journal and conference choices are rhetorical decisions: the venue
determines audience, methodological expectations, and the granularity of
evidence readers will expect. These choices are best made early, as they
shape how the abstract and subsequent article are written.

Publishing research in applied linguistics and language education
requires strategic decisions about where and how to submit work. As Bell
(2010) and Punch (2006) emphasise, selecting an appropriate journal or
conference can influence not only acceptance rates but also the visibility
and impact of research within the scholarly community. This section
outlines pragmatic strategies for selecting publication venues, supported by
examples of reputable journals and international conferences.

1. Selecting the right journal
The first consideration in disseminating research is selecting a journal
whose scope aligns with the study’s topic and methodology. Booth, Colomb,
and Williams (2008) underscore the importance of targeting journals whose
audience and thematic focus match the research aims, thereby maximising
relevance and readership. When determining where to submit, consider the
following key factors:

Scope and audience
Journals differ considerably in their focus. For research in second language
acquisition (SLA), for instance, it is advisable to consider specialised outlets
like Language Learning or TESOL Quarterly, which emphasise language
pedagogy and acquisition (Nunan, 1992; Paltridge & Phakiti, 2010).

Impact and reputation
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The journal’s standing, often indicated by its Impact Factor and indexing
status (e.g., Scopus, Web of Science), is critical for establishing academic
credibility (Denicolo & Becker, 2012). High-impact journals usually impose
stricter standards, requiring robust methodologies and novel contributions.

Open access considerations
Open-access journals enhance visibility but may charge publication fees,
whereas subscription-based journals might offer more prestige depending
on the field (Silvia, 2007). Assess your funding, target audience, and
dissemination goals when deciding between these models. It is advisable to
apply Think. Check. Submit. criteria, prefer journals indexed in recognised
databases, and verify editorial boards and peer-review processes before
submission.

Submission guidelines
Journal author guidelines on word limits, formatting, and referencing style
typically shape the manuscript from the outset. Murray and Moore (2006)
note that mismatches here often lead to desk rejection. A scope and policy
fit is a useful starting point. The checklist in Table 57 helps decide whether
a journal is worth drafting for—and what to adjust before submission.

Table 57. Journal-Fit Checklist

Criterion Guiding question How to check quickly
Aims and Does the journal’s remit match Read the “Aims & Scope”
scope your research questions (RQs), page; scan recent editorials.

data, and methods?
Recent Has the journal published work  Skim titles/abstracts in the
content like yours in the last 2-3 years? last two volumes.
Audience Who reads it—researchers, Check readership
and reach practitioners, both? statements; look at author
affiliations.
Method Will reviewers expect prereg, Read “Instructions for
expectations data sharing, specific Authors”; scan methods of
stats/reporting? recent papers.
Ethics and Do your consent, Check ethics/data

data policy

Open access

anonymisation, and data-
sharing plans align?
OA options, APCs, waivers?

availability policies; see
sample statements.
Fee policy/DOAJ listing;

and fees funder OA mandates.

Turnaround How fast are decisions? “About” page; society FAQs;

time ask colleagues.

Article type Does your manuscript fit article = Check article categories,

and length types and word limits? limits, and reference
counts.

Indexing Is it indexed (Scopus/WoS)? Journal site; Think. Check.

and Reputable publisher/society? Submit. indicators.

reputation

Predatory Any red flags? (spam invites, Use Think. Check. Submit.;

risk fake metrics, opaque peer verify editorial board and

review)

ISSN.

If the checklist yields a plausible target, the next decision concerns venue
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Table 58. Venue Types at a Glance

Venue type

Best when...

Pros

Watch-outs

Generalist applied
linguistics journal

Niche subfield
journal (e.g., SLA,
corpus,
assessment)

Methods/
measurement
journal

Practitioner-
oriented journal

International
conference
(AAAL/AILA etc.)

Regional /SIG
conference

Preprint server/
repository

Your contribution
speaks across
subfields

The argument is
tightly anchored
in a subdomain

You advance
methodology,
instruments, or
analytics

You foreground
classroom/
practice
implications
You seek early
feedback and
network

You want focused
dialogue/
mentoring

You want rapid
visibility and
timestamping

High visibility;
broad audience

Expert reviewers;
aligned
readership

Good for tools/
replications; clear
standards

Translation to
practice; teacher
readership

Global audience;
pipeline to special
issues

Accessible
community; rich
discussion

Early citations;
transparent
review trajectory

High bar; diverse
reviewer
expectations

Scope drift
penalised; jargon
tolerance varies

Method focus
must be the
contribution

Empirical depth
may be limited by
length

Highly
competitive; short
slots

Smaller audience;
variable
proceedings
Check journal
preprint policies
first

Nlustrative outlets (verify current author guidelines): The following
journals are frequently recognised for rigorous standards in applied
linguistics and language education:

» Applied Linguistics (OUP): Broad applied linguistics coverage; values
strong theoretical engagement and methodological clarity.

e TESOL Quarterly (TESOL International): Bridges research and
practice; expects explicit classroom implications where appropriate.

* Language Learning (Wiley): Emphasises robust empirical/theoretical
SLA contributions; welcomes replications and open materials.

* The Modern Language Journal (Wiley): Focus on learning/teaching
across contexts and languages; prioritises transparency in methods.

Authors are encouraged to consult each journal’s website for up-to-date
submission guidelines, as requirements can evolve and adherence signals
professionalism and respect for editorial processes (Denicolo & Becker,
2012). Before—or alongside—journal submission, use conferences to road-
test the argument and reach the right audience.

Conferences as dissemination platforms
Conferences extend the same logic of fit earlier in the lifecycle: they let you
test the claim, tune the contribution, and build the paper’s eventual
audience (Bell, 2010; Stevens & Asmar, 1999).

Thematic relevance
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Select conferences that align with your domain—be it corpus linguistics,
literacy development, or teacher education—to ensure engaging feedback
and relevant audience interaction.

Reputational signals
Reputable conferences (e.g., annual meetings of professional associations in
applied linguistics) enhance your academic profile and often lead to journal
special issues or publication pipelines.

Scope and audience
International conferences offer broader exposure but are more competitive,
while regional conferences can provide more personalised feedback and
networking opportunities.

Examples of major international conferences

AAAL Annual Conference: A prominent event in applied linguistics
attracting global participation. Abstract submissions typically require 250-
300 words, with peer review determining acceptance into formats such as
individual papers, symposia, and posters.

International Symposium on Second Language Writing (ISSW): Focused on
research in second language writing, ISSW welcomes abstracts near 300
words and offers a platform for interdisciplinary discourse.

European Second Language Association (EuroSLA) Annual Conference:
Concentrates on SLA research within Europe but maintains international
engagement. Abstracts undergo rigorous peer evaluation to maintain high
scholarly standards.

AILA World Congress: Held every three years, this is the preeminent global
conference in applied linguistics. Given its competitive nature, submissions
require detailed extended abstracts or proposals, reviewed thoroughly by
experts.

From claim to manuscript: abstracts and articles
With a venue in mind, the paper’s contribution can be stated concisely in a
structured abstract (Claim) and then elaborated in a manuscript that meets
the journal’s structural and transparency expectations (Form).

In applied linguistics and language education, where clarity of thought
and articulation of nuance are paramount, writing abstracts, proposals, and
full-length articles is not merely procedural—it is strategic and rhetorical.
These genres demand precision, coherence, and scholarly rigour, enabling
researchers to enter, and influence, ongoing disciplinary conversations.

Writing an abstract
An abstract functions as the first point of engagement between your
research and the academic community. Whether for journal submission or
conference presentation, a well-crafted abstract must succinctly
encapsulate the essence of your study—its research problem, methodology,
findings, and implications—within 150-300 words. It is not a teaser or a
general summary; it is a structured, self-contained synopsis.

As Swales and Feak (2012) argue, abstracts often follow a “move
structure” not unlike full research articles:

Introduction — What is the problem or gap in knowledge?

Purpose — What is this study trying to accomplish?
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Method — How was the study conducted?

Results — What are the key findings?

Conclusion — What are the implications of the findings?
For instance, consider the following excerpt from a published abstract in the
field of second language acquisition:

While much discussion has focused on what researchers do and should do
in second language proficiency assessment, less attention has been given to
why persistent trends continue. This study investigated second language
acquisition (SLA) researchers’ beliefs, reported practices, and decision-
making rationales regarding proficiency assessment. Using an online
survey, we collected responses from 111 SLA researchers. Findings revealed
that while researchers generally endorsed recommended methodological
standards, practical constraints—such as time, accessibility, and ease of
administration—frequently influenced their reported practices. A consistent
belief-practice gap emerged across several key areas. Notably, reduced
redundancy tests were rated favourably for both validity and practicality,
reflecting a growing shift toward efficient, validated tools. These findings
suggest that although methodological awareness is high, practical barriers
continue to challenge the adoption of more rigorous proficiency assessment
practices in SLA research.

Keywords: L2 proficiency; proficiency assessment; survey research;
methodological rigor; researcher beliefs
(Park, Solon, & Lee, 2025)

Notice how each sentence in the actual abstract addresses a distinct
rhetorical move. The language is economical, the tone formal, and the
terminology discipline-specific.

A suggested template is as follows:

1. Background/Gap: one sentence locating the problem and the specific gap.
2. Purpose: one sentence stating the study’s aim(s).

3. Method: design, participants/data, and analysis in one sentence.

4. Key result(s): the most important quantitative effect(s) or qualitative
theme(s).

S. Implications: one sentence on theoretical and/or pedagogical significance.

Including 3-5 keywords (per journal guidelines) that mirror the journal’s
aims and scope improves discoverability.

Nunan and Choi (2023) emphasise that abstracts in applied linguistics
should avoid excessive jargon while showcasing methodological specificity
and conceptual clarity. Including 3-5 carefully chosen keywords is also vital
to enhance discoverability in indexing systems.

Writing the full research article

Form
Auditability is strengthened when the manuscript follows the target
journal’s structure (often IMRaD), applies its reporting/transparency
policies, and makes materials and decisions verifiable. While disciplinary
journals may vary slightly in format, the IMRaD structure—Introduction,

284



Method, Results, and Discussion—remains dominant across applied
linguistics and language education.

Introduction
The opening typically defines the research problem, reviews relevant
literature, and articulates research questions or hypotheses. Following
Swales’s (1990) CARS model (Create a Research Space), the introduction
should:

o [Establish the territory (what is known)

o Identify the niche (what is not known)

e Occupy the niche (what this study does)

Literature Review
While sometimes part of the introduction, a standalone literature review is
common in education journals. It typically synthesises—rather than merely
summarises—key theoretical positions and empirical findings. Paltridge and
Phakiti (2010) advise using the review to map out how your study aligns
with or challenges existing paradigms.

Methodology
Transparency is paramount. Authors typically specify participants,
instruments, procedures, and analytic methods. If your research uses
qualitative coding, explain your thematic analysis framework (e.g., Braun &
Clarke, 2006). If statistical, justify your model choice, control variables, and
testing procedures.

Results
This section presents—without interpreting—the findings. Tables and
figures often support readability. Clarity rather than exhaustiveness is
preferred; subheadings aligned with the research questions and consistent
terminology aid navigation. Where applicable, state pre-
specification/preregistration status; where relevant, document translation
procedures (e.g., back-translation, member checks).

Discussion
This section interprets the findings in light of the research questions and
the literature. Consider theoretical, pedagogical, and practical implications.
Acknowledge limitations, and suggest directions for future research.

Conclusion
This section summarises the key findings and their significance, without
introducing new data or interpretations.

Table 59. Submission Packet & Transparency Checklist

Item Editors look for Quick check
. Clear, specific, Contains key constructs/context;
Title . .
searchable avoids clichés
Abstract & Self-contained Follows move structure; keywords
keywords summary; match journal taxonomy
discoverability
Cover letter Why here, why now, 3-5 sentences; confirms
compliance exclusivity/ethics; fit stated
Manuscript text Readable structure; IMRaD; consistent terminology;
p auditable methods page/line numbers if required

285



Item Editors look for Quick check

Clear, necessary, non- Numbered; captions interpret;
Tables/ figures duplicative units/CI/SE labelled
Ethics/ Compliance and IRB/ethics number;
consent participant care consent/anonymisation described
Data/code Transparency per polic Availability statement (and
availability p Y PErPOUCY 1ink /DOI if allowed)
Author info & Clean metadata ORCID IDs; affiliations
ORCID standardised
Suggested/ . . Supply rationale; disclose conflicts
oppose Conflict-free expertise for ¢ ”
. or “oppose
reviewers
Conflict-of- . .
. Disclosure Standard statements included
interest (COI) & o« »
- completeness (even if “none
funding

Declare any preprint; ensure

Preprint policy Policy alignment journal permits it

Submission and iteration

Cover letter (3—-5 sentences)
Many journals require a cover letter to accompany article submissions,
outlining the manuscript’s significance, its alignment with the journal’s
aims, and confirming that it has not been submitted elsewhere. The
following structure may be used:

(1) One-line statement of contribution;

(2) why it fits this journal’s scope/audience;

(3) confirmation of originality/ethics (no simultaneous submission;
IRB/consent as applicable);

(4) data/code availability statement if required;

any suggested/unsuitable reviewers (with rationale).

Peer review can be approached as dialogue—as the next analytic step rather
than a hurdle.

Responding to reviewers
A point-by-point letter with brief headers—quoting each comment and
indicating what changed and where (page/line)—is conventional. Where
disagreement remains, reasons are typically supported with evidence and
citation. A tracked-changes file is often included when permitted.

Transparency and discoverability
Where permitted, preprints, ORCID registration, funding and conflict-of-
interest statements, and CRediT roles for authorship enhance
discoverability and transparency. Data/code availability statements or links
(when policy allows) are associated with greater trust and uptake.

Style and voice
Silvia (2007) stresses that writing should be concrete, purposeful, and
assertive. Avoid hedging excessively, but also be honest about the scope of
your claims. Writing that is concrete and purposeful tends to be persuasive,
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while appropriate caution about claim scope maintains credibility. Ornate
language is rarely helpful; clarity enhances credibility.
Refined style example:

These findings suggest that while task-based instruction enhances oral
fluency, its impact on syntactic complexity remains limited in beginner-level
learners. Future studies should consider longitudinal designs to trace
developmental patterns over time.

This is precise, cautious, and scholarly—an exemplar of good style in
academic writing.

Writing abstracts, proposals, and full research articles is both a technical
skill and a rhetorical art. These genres serve not only to report research but
to position it within disciplinary dialogues. Researchers in applied
linguistics and language education must therefore approach them
strategically—tailoring each component to the conventions of the field and
the expectations of specific journals or conferences.

Mastering these forms will increase your chances of publication, facilitate
intellectual engagement, and enable your research to reach the audiences it
was meant to serve.

Publishing is part of method: venue selection defines audience and
expectations; the abstract states the claim; the manuscript supplies
auditable evidence; submission opens a dialogue that strengthens the work.
When these steps are aligned, publishing is not an end-point but a
continuation of analysis—turning a defensible study into citable knowledge
that others can build on.

W2
» Reflection questions

Q1. How does understanding the scope and audience of a journal shape the

way you write your article?

Q2. What rhetorical strategies can you use to increase the clarity and

persuasiveness of your abstract?

Q3. In what ways does a research proposal differ from a full article—and

what implications does this have for your writing process?

Q4. How can identifying your article’s contribution to the field strengthen

both its introduction and conclusion?

Q5. How can you ensure that your methodological descriptions meet the

transparency standards expected in applied linguistics research?
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Exercises

Exercise 1. Journal analysis

Choose an applied linguistics journal relevant to your research. Identify
its scope, preferred methodological orientation, and recent article
structures.

Exercise 2. Abstract writing
Write a 250-word abstract for your current or past project. Use the
IMRaD structure and include three keywords.

Exercise 3. Abstract/introduction analysis
Analyse one published abstract and one article introduction from a
journal in your field. Identify the rhetorical moves and style choices used.

Exercise 4. Research proposal draft

Draft the first paragraph of a research proposal based on your current
project. Focus on clarity, problematisation, and disciplinary relevance.
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7.5 Dissemination and Translating Research into Practice

The ultimate aim of scholarly research in applied linguistics and language
education transcends the mere production of knowledge; it lies in the
purposeful dissemination and effective translation of research findings into
practical applications. As scholars in research methodology suggest, the
communicative function of research is not only to advance theoretical
understanding but also to inform educational policy, classroom practice,
and further inquiry (Booth, Colomb, & Williams, 2008). Dissemination refers
to making research accessible to academic audiences and practitioners
alike, while translation entails the adaptation of findings into actionable
strategies within educational settings (Denicolo & Becker, 2012). This
section critically examines the multifaceted processes involved in
disseminating research and bridging the often-cited gap between
scholarship and practice, drawing on established theoretical frameworks
and pragmatic approaches.

Dissemination of research: Channels and strategies
Dissemination encompasses the various pathways through which research
is communicated beyond the primary researchers themselves. Bell (2010)
stresses that effective dissemination is a deliberate and strategic process,
involving tailored communication designed to meet the needs and
expectations of diverse audiences—including academics, policymakers,
teachers, and the general public. Such differentiation ensures that research
findings are not only accessible but also relevant to each stakeholder group.

Academic dissemination
The primary mode of academic dissemination remains peer-reviewed journal
articles and conference presentations, which serve to contribute rigorously
vetted knowledge to the scholarly community while also providing avenues
for critical dialogue and feedback (Silvia, 2007). These traditional venues
maintain the integrity and credibility of research, yet their reach can be
limited by disciplinary boundaries and access restrictions. Bell (2010) and
Paltridge and Phakiti (2010) highlight the growing importance of
supplementary outputs such as edited volumes, book chapters, and special
journal issues, which allow for more thematic or interdisciplinary treatment
of research topics. Furthermore, digital platforms—including institutional
repositories, academic social networks such as ResearchGate, and open-
access journals—play an increasingly vital role in expanding the visibility
and accessibility of language education research.

Professional and practitioner-oriented dissemination
For research intended to impact classroom practice or influence educational
policy, traditional academic outputs often prove insufficient. Instead,
dissemination must prioritise clarity, brevity, and practical relevance
(Punch, 2006). Practitioner journals, newsletters, workshops, and
professional development seminars serve as vital conduits, translating
complex theoretical insights into digestible and actionable formats (Nunan,
1992). The production of executive summaries, policy briefs, and user-
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friendly infographics has become increasingly recognised as essential to
engage non-academic stakeholders effectively (Denicolo & Becker, 2012).

Table 60 maps purpose, format, and outlet across audiences. These
materials typically emphasise clear recommendations, case examples, and
explicit links to educational practice. Mertler (2024) likewise proposes a
structured dissemination approach for action research, designed to be
accessible and actionable for practitioners.

Table 60. Dissemination Channels by Audience

Effective
formats

Audience Purpose Typical outlets Tone/length

Field journals;

Journal article; Formal; 6-10k

reprint; society words
Advance theory; prep ’ conferences; .
Researchers . . s conference R (articles); 150-
invite critique institutional or
paper/poster; subiect 300 words
dataset/ code Jject (abstracts)
repositories
Practitioner
article; step-by-  Practitioner -
Teachers/ Enable step guide; lesson journals; PD Practical; 2-3
. c . R pages or 30-60
practitioners classroom use pack; webinar/  days; district min
Professional portals
development (PD)
One-page brief; . . .
School Support slide deck with Leaders-hl'p . De.mswn.—
. forums; district oriented; <1-2
leaders adoption costs/ benefits; .
. meetings pages
pilot plan
. Inform policy Pohcy brief; Gov/NGO brief Non-technical;
Policymakers . impact summary; L . <2 pages +
options . series; hearings | .
evidence map infographics
Learners/ Build . FAQ; infographic; School sites; o Plain .
understanding/ . parent councils; language; 1-2
parents short video . . .
support social media min/1 page
Accessible;
Public/ Op-ed; podcast; Newspapers; 600-900
media Broaden reach explainer thread podcasts; blog  words/5-10
min

Public engagement and media

Beyond academic and professional spheres, public dissemination through
popular media outlets, blogs, podcasts, and social media platforms
enhances the societal impact of research by reaching broader, more diverse
audiences (Booth et al., 2008). While this mode of dissemination introduces
challenges related to oversimplification and potential loss of nuance,
strategic and thoughtful communication can foster public understanding
and advocacy for language education issues (Silvia, 2007). In this way,
researchers not only disseminate findings but also contribute to shaping
public discourse and influencing educational priorities.
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Translating research into practice: Bridging the gap

Even with targeted dissemination, a persistent challenge lies in ensuring
that research findings meaningfully inform educational practice. Scholars
argue that this translational process demands not only effective
communication but also collaborative engagement between researchers and
practitioners (Paltridge & Starfield, 2007). Translation is often most effective
when approached as an iterative design cycle co-owned by researchers and
educators.

Table 61. Translation Design Cycle

Stage Core question Typical actions Evidence of

uptake
Prlorltlse What matters here? Se.:lect 1-2 findings aligned Agreed priorities;
finding with local goals success metrics set
. What would this look Plan tasks/ materials; Prototype lesson/

Co-design ., .

like in our context? define roles assessment

What constraints must Align to timetable, class  Feasible materials
Adapt .

we respect? size, resources & schedule
Pilot Does it work for Small-scale trial; collect Short cycle data;

learners/ teachers? quick data teacher feedback

What changed and for Analyse . Results +
Evaluate outcomes/experience; .

whom? . reflections

equity checks
Iterate/ How do we improve Revise; expand to more Versm.ned
. materials; scale
scale and expand? classes/sites
plan
professional development
’ How do we keep it (PD), cqachlng, . Routines

Sustain oine? professional learning embedded,;

goIme: communities (PLCs); ownership local

resource handover

Contextualisation and adaptation
Educational settings are diverse and shaped by local curricula, cultural
contexts, resource availability, and learner characteristics (Nunan, 1992).
As such, research findings often require adaptation to fit specific contexts.
This interpretive work involves practitioners critically evaluating research,
assessing its applicability, and modifying strategies to suit their unique
circumstances (Bell, 2010). Participatory action research exemplifies this
collaborative model, wherein educators and researchers jointly generate
knowledge, facilitating co-construction and increasing the relevance and
sustainability of interventions (Punch, 2006).

Professional development and capacity building
Workshops, seminars, and in-service training sessions serve as pivotal
mechanisms for equipping educators with the skills and confidence needed
to implement research-informed practices effectively (Denicolo & Becker,
2012). These forums provide space for dialogue, reflection, and the
negotiation of practical constraints, enabling educators to contextualise and

291



personalise instructional strategies. Moreover, iterative engagement—
through follow-up sessions or communities of practice—supports ongoing
refinement and consolidation of evidence-based teaching methods (Stevens
& Asmar, 1999).

Policy implications and systemic change
At the macro level, integrating research findings into curriculum design,
assessment frameworks, and teacher education programmes requires
advocacy and evidence-based policymaking (Matas, 2023). Collaboration
between researchers, policymakers, and practitioners facilitates alignment
between research insights and systemic educational goals (Booth et al.,
2008). Such networks foster the institutional uptake of innovations,
ensuring that research-driven changes are coherent, feasible, and
sustainable within educational systems.

Matas (2023) further emphasises the importance of research-driven
policy changes, urging stakeholders to ensure that findings from
educational research are used not only to influence curricula but also to
shape broader educational practices, making them more inclusive and
responsive to the needs of learners.

Dissemination and translation of research into practice should be
understood as a dynamic, interconnected continuum rather than discrete,
sequential stages. Effective dissemination expands the reach and visibility
of research, while thoughtful translation ensures its practical utility and
meaningful application in diverse educational settings. Both processes
demand strategic communication, interdisciplinary collaboration, and
ongoing dialogue between researchers and practitioners. Bridging the
research-to-practice gap not only enhances the societal and scholarly
impact of language education research but also contributes to more
informed, responsive, and effective teaching and learning environments.
Ultimately, this integrative approach enriches language education and
fosters meaningful educational change grounded in robust evidence.

W2

» Reflection questions
Q1. In what ways can the choice of dissemination channels affect the impact
of your research on both academic and practitioner communities?
Q2. What are the main barriers to translating language education research
into classroom practice, and how might researchers and educators
collaboratively overcome these challenges?
Q3. How can researchers balance the need for academic rigour with the
necessity of producing accessible and actionable outputs for practitioners?
Q4. Reflect on a time when you encountered research findings that were
difficult to apply in practice. What factors contributed to this difficulty?
Q5. How might emerging digital technologies and social media platforms
transform the traditional processes of dissemination and translation of
research?
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Exercises

Exercise 1. Dissemination mapping

Select a recent study in language education. Map out a dissemination
plan targeting at least three distinct audiences (e.g., researchers, language
teachers, policymakers). For each audience, specify the dissemination
formats and communication strategies you would use.

Exercise 2. Translation role-play

In groups, role-play a scenario where researchers present their findings
to a group of language educators. Practice addressing questions and
concerns from the educators about applying the research in their
classrooms.

Exercise 3. Critical analysis of dissemination materials

Find an example of a research brief, policy summary, or professional
development resource based on linguistic research. Critically evaluate its
clarity, relevance, and practicality. Suggest improvements to enhance its
usability for practitioners.

Exercise 4. Workshop design

Develop an outline for a professional development workshop aimed at
helping language teachers integrate a specific research-based technique or
theory into their teaching. Include objectives, activities, and assessment of
participants’ understanding and application.

Conclusion to Chapter 7
Chapter 7 has treated writing and publishing not as afterthoughts to inquiry
but as the practices through which research in applied linguistics and
language education becomes public, citable knowledge. Across genres—from
theses to journal articles—the core task is the same: to make reasoning,
evidence, and warrants visible. Genre conventions operate here as scaffolds
rather than constraints. When used deliberately, they organise argument,
support methodological transparency, and help readers see how claims are
grounded in data.

Style carries epistemic weight. Precision in terminology, disciplined
coherence, and economical prose do more than ease reading; they signal
construct clarity, analytic control, and respect for diverse audiences,
including multilingual scholars and practitioner readers. Good writing is
thus less ornament than method: it aligns theoretical stance, evidence, and
inference in a form that can be followed, scrutinised, and reused.

Ethical practice wunderwrites credibility. Accurate citation and
responsible paraphrasing, clear attribution of datasets, instruments, and
software, honest authorship conventions, and transparent reporting of
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decisions (and their limits) are constitutive of trustworthy scholarship. Peer
review, in this light, is best approached as dialogue. Choosing a venue,
stating a concise contribution in the abstract, shaping an auditable
manuscript, and responding to reviewers are sequential acts in the same
argument-building process.

Publishing is also strategic communication. Venue selection is a
rhetorical choice about audience and evidentiary expectations; preprints,
ORCID IDs, and data/code availability can extend reach and reproducibility
where policy allows. Yet dissemination alone is insufficient. Translation into
practice requires adaptation to local conditions and, often, collaboration
with educators, leaders, and policymakers so that research insights become
workable routines rather than disembodied recommendations.

Taken together, the chapter positions academic writing as craft and
stewardship. Clarity and rigour make findings legible; ethics and
transparency make them dependable; strategic publishing and thoughtful
translation make them useful. Sustained attention to these elements allows
researchers to carry insights from the page into classrooms and systems,
where they can inform pedagogy, assessment, and policy. In this sense,
writing and publishing complete the research cycle while opening the next
one—inviting scrutiny, replication, refinement, and action.

Key takeaways

e Structural conventions are scaffolds that make reasoning and
evidence auditable.

e Clear, precise, and economical prose strengthens credibility and
access across audiences.

e Integrity rests on citation, attribution, authorship fairness, and
transparent reporting.

e Publishing is a sequence: fit the venue, state the contribution,
provide auditable evidence, treat review as dialogue.

e Impact grows when dissemination is targeted and findings are
adapted with practitioners to local contexts.
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PART VI. APPLICATIONS, CASE STUDIES,
AND FUTURE DIRECTIONS
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CHAPTER 8. PRACTICAL APPLICATIONS
AND CASE STUDIES

8.1 Case studies across linguistic subfields and educational contexts
8.2 Student-led and practitioner research projects
8.3 Lessons learned and best practices

Chapter 8 foregrounds how linguistic research travels into educational
practice and policy. Section 8.1 presents three contrasting case studies—
experimental work on idiom processing (how context and conventionality
shape comprehension and memory), a corpus-based analysis of cancer
metaphors in public discourse (framing effects), and a linguistic
ethnography of classroom dialogue in under-resourced contexts (how
interactional norms and accountability logics shape participation). Together
they exemplify experimental, corpus, and ethnographic reasoning, showing
why findings hinge on cognitive, cultural, and institutional conditions.

Section 8.2 turns to inquiry co-produced with educators and students. It
examines student-led action research in higher education and two research-
practice partnerships, tracing role definition, identity negotiation, and the
conditions that enable agency, symmetrical collaboration, and usable
knowledge.

Section 8.3 synthesises cross-case insights into practice-oriented
principles: contextual sensitivity in design and interpretation; autonomy
coupled with structured reflection; collaboration with flexible role
adaptation; institutional supports that make change sustainable; and
iterative learning through reflective inquiry. The chapter offers a compact
framework for designing credible, equitable, and transferable interventions
across diverse language education settings. For study design, analytics, and
reporting conventions referenced here, see Chapters 2 and 5-7.
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8.1 Case Studies across Linguistic Subfields
and Educational Contexts

Empirical case studies link linguistic theory with educational practice by
showing how constructs play out in situated classrooms and public
discourse. This subchapter presents three cases that differ in domain and
method but share an interest in context: Gibbs’s (1980) experiments on
idiom processing examine how conventionality and discourse frames shape
comprehension and memory; Potts and Semino’s (2019) corpus study traces
the metaphor “cancer” across contemporary English, showing how figurative
language frames policy and ideology; and Snell’s (2025) linguistic
ethnography analyses how interactional norms and accountability logics
constrain underprivileged pupils’ access to whole-class dialogue. Read
together, these cases illustrate quantitative, corpus-based, and
ethnographic reasoning, and foreground how cognitive, cultural, and
institutional contexts condition findings. The section closes by drawing
practical implications for pedagogy and for ethically responsible use of
language in education and public communication.

Case study 1. Gibbs's research on idiomatic language processing
The research conducted by Gibbs (1980) explores the cognitive mechanisms
involved in the processing of idioms, with a focus on how context and
conventionality affect comprehension and memory. The study is particularly
significant for understanding how non-literal language, such as idiomatic
expressions, is processed in real-time conversation.

Research design and methods
Gibbs’s experiments primarily examine the role of context in the
comprehension and recall of idiomatic expressions. In Experiment 1,
participants were presented with idiomatic sentences in different contexts—
one with a conversational setup and one without. The primary aim was to
determine whether context influences the ease of understanding idiomatic
language.

The study used a two-condition design:

e With-context condition: Participants read sentences within a broader
narrative context that provided a natural setting for interpreting the
idiom.

e No-context condition: Participants were presented with idiomatic
expressions without the narrative context, requiring them to
interpret the meaning without any cues.

Additionally, Experiment 2 focused on how the conventionality of an
idiomatic expression affects memory recall. This experiment tested whether
conventional idiomatic expressions were remembered differently from
unconventional uses of idioms.

Key findings
Idioms with conventional meanings were processed faster and more
accurately when presented within a discourse context. The narrative setup
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provided the necessary cues for participants to understand the idiomatic
meaning without needing to process the literal meaning first.

Participants exhibited better memory for unconventional uses of idioms,
despite these expressions being less common. This suggests that when
participants encountered a non-literal use of an idiom, they engaged in
deeper cognitive processing, making the expression more distinctive in
memory.

Evidence suggests that conventional readings are accessed rapidly in
supportive discourse, with literal interpretations considered as needed,
indicating an interactive (non-linear) comprehension process.

Implications for linguistic research
Gibbs’s study contributes valuable insights into the cognitive processing of
figurative language. It challenges the view that idioms are understood in a
purely bottom-up, literal-to-figurative progression. Instead, it underscores
the role of conventionality and context in shaping how idioms are
comprehended and remembered.

By highlighting the automaticity with which speakers process
conventional idioms and the deeper cognitive engagement required for
unconventional uses, the research supports models of language
comprehension that prioritise conventional meanings in communication.
These findings can inform theories on pragmatic processing, particularly in
how speakers utilise contextual clues to interpret non-literal language.

Shifting from cognitive processing to public discourse, the next case
examines how figurative language organises social meanings at scale.

Case study 2. Potts and Semino’s research on “cancer as a
metaphor”
The metaphorical use of “cancer” in contemporary English remains a
powerful rhetorical tool despite ongoing ethical critiques. This phenomenon,
first discussed by Susan Sontag in Illness as Metaphor (1978), continues to
shape discourse around various social, political, and cultural issues. The
study “Cancer as a Metaphor” by Amanda Potts and Elena Semino (2019)
offers a detailed investigation into how “cancer” functions metaphorically in
modern language, shedding light on its persistence and the implications of
its use. Given its potential to stigmatise people living with cancer, the study
urges caution and audience-aware alternatives in public communication.

Research design and methods
Potts and Semino's study systematically analysed the metaphorical use of
“cancer” across two large English corpora: the Corpus of Contemporary
American English (COCA) and the Oxford English Corpus (OEC). These
corpora provide a broad representation of diverse varieties and time periods
of English. The researchers focused on four metaphorical search terms
related to “cancer”: “like a cancer,” “cancer on [the],” “cancer of,” and
“metastasis/metastases (AmE/BrE variants).” After extracting 3,189
concordance lines, they identified 925 unique metaphorical instances,
which were categorised into semantic domains such as crime, emotion,
ideology, and more.

301



Key findings
The study revealed that the metaphor of “cancer” remains prevalent in
contemporary English, despite Sontag’s prediction that medical advances
would render it obsolete. The metaphor is most frequently applied to
negative phenomena such as crime, corruption, violent extremism, and
political ideologies. These phenomena are often described as “cancers” that
spread uncontrollably, evoking a sense of urgency and the need for drastic
action. For instance, terms like “cutting out” or “removing” reflect the
metaphor's association with severe treatment, underscoring the gravity of
the situation. Notably, the metaphor also reveals cultural anxieties of the
early 21st century, including financial crises and global political extremism.

Implications for linguistic research
Potts and Semino's findings offer significant insights into the role of
metaphors in shaping perceptions and influencing discourse. The study
highlights how metaphors like “cancer” can frame complex social and
political issues in ways that resonate emotionally with audiences, often
prompting extreme responses. The research also wunderscores the
importance of cultural and historical context in metaphor use, showing that
metaphors not only reflect but also reinforce societal concerns.
Furthermore, the study supports Sontag’s critique, illustrating how the
metaphor can be insensitive to those affected by cancer and may justify
harmful actions. In this sense, the study encourages a more critical
approach to metaphor use in public discourse.

The study Cancer as a Metaphor provides valuable evidence for
understanding the persistence and power of metaphor in language. By
examining the framing effects of cancer-related metaphors, Potts and
Semino contribute to ongoing debates in linguistic research about the
impact of metaphor on perception, action, and ideology. Their findings
highlight the need for greater awareness of how metaphors shape societal
attitudes and discourse, underscoring the ethical implications of using
“cancer” as a metaphor in public and political communication.

We then move from large-scale distributions to situated interaction,
asking how institutional routines shape who gets to speak.

Case study 3. Snell’s research on access to classroom dialogue for
underprivileged students
Julia Snell’s (2025) article, “Using linguistic ethnography to uncover the
mechanisms through which underprivileged students are denied access to
classroom dialogue,” explores the complex factors that contribute to
disparities in classroom participation among students from different
socioeconomic backgrounds. Challenging deficit models that attribute lower
participation to supposed linguistic deficiencies of underprivileged students,
the study offers a deeper understanding of the relational, contextual, and
systemic factors that limit students’ opportunities for engagement in
classroom discussions. Through an ethnographic lens, Snell highlights how
broader sociopolitical dynamics shape classroom interactions and student
voice.
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Research design and methods
The study employs a linguistic ethnographic approach, combining
ethnographic observation with systematic linguistic analysis to uncover the
nuanced mechanisms behind classroom disparities. Data were collected
over two years from two primary schools in northeast England that serve
socioeconomically different populations. The research involved both
quantitative and qualitative analysis. Quantitative methods measured the
amount of student talk time and the nature of teacher discourse moves,
while qualitative analysis delved into the underlying assumptions about
student behaviour, ability, and classroom dynamics. The data sources
included audio recordings, field notes, and thematic coding to identify
patterns in how students engaged with classroom dialogue.

Key findings
One of the key findings of Snell’s study was the stark disparity in student
talk time between the two schools. Students in the higher-SES school
contributed 28.8% of whole-class talk (by time), whereas those in the lower-
SES school contributed 10.9%. In the lower-SES school, teachers dominated
classroom talk, often providing the “correct” answers instead of fostering an
environment for exploration and student-driven dialogue. This difference in
teacher approach was pivotal in shaping the nature and frequency of
student participation.

The study also identified several mechanisms that suppressed student
voice, particularly in the Lower SES school. Classroom talk was often viewed
as transgressive unless explicitly sanctioned by the teacher, resulting in
limited opportunities for independent student contributions. Teachers in
this school tended to micromanage student behaviour, emphasising
compliance rather than encouraging critical thinking or open dialogue.
High-stakes accountability pressures were also at play, with teachers often
blaming students for missed learning opportunities, reinforcing deficit
perspectives and perpetuating hierarchies of ability.

However, despite these constraints, Snell observed that students in the
Lower SES school demonstrated dialogic competence in informal spaces
beyond whole-class talk, challenging the assumption that they were
inherently less capable of engaging in meaningful dialogue.

Implications for language education research
Snell’s findings underscore the importance of shifting the focus in education
research from perceived deficits in student ability to a deeper understanding
of the relational and systemic factors that shape classroom dynamics. The
study highlights the value of linguistic ethnography in revealing
unconscious biases and systemic pressures that perpetuate educational
inequities, such as the dominant teacher discourse and rigid classroom
management practices that stifle student voice.

The implications for language education are profound. Educators are
called to examine how their own assumptions about student abilities
influence classroom interaction, and to move towards a more inclusive,
dialogic approach that actively invites all students to participate. Creating
space for open dialogue, particularly in underprivileged communities, is
essential to empower students and foster more equitable learning outcomes.
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Snell’s study also calls for broader systemic changes in educational policies
to prioritise exploration, dialogue, and critical thinking over rigid
accountability measures that often stifle student agency.

Snell’s study provides valuable insights into the mechanisms that limit
underprivileged students' participation in classroom discourse. By
challenging deficit thinking and emphasising the relational and contextual
factors that shape classroom dynamics, the research offers actionable
recommendations for improving educational practices. Schools can promote
more inclusive, dialogic environments that support all students, regardless
of socioeconomic background, by addressing these structural inequities.
This research thus serves as a critical call to action for educators and
policymakers to reevaluate the frameworks through which classroom
participation is understood and to create educational environments that
truly foster learning and critical engagement for all students.

Table 62. Case Studies at a Glance
Domain Data /

Implication for

Case and setting method Central finding education
Context speeds Teach idioms with
. ) access to .
Gibbs’s . . . . discourse context;
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classroom recordings + oo
. schools (NE managed, answer- and accountability
dialogue field notes . .
England) oriented routines demands

The case studies in this section highlight the crucial intersection of
linguistic research and educational practice, offering valuable insights into
how language functions in diverse learning contexts. Gibbs's exploration of
idiomatic language processing demonstrates the importance of context and
conventionality in language comprehension, while Potts and Semino’s
(2019) study on “cancer as a metaphor” underscores the power of metaphor
in shaping public discourse and societal perceptions. Snell’s research on
classroom participation disparities further emphasises the role of
institutional and sociopolitical factors in limiting student voice, particularly
in underprivileged settings.

These studies collectively emphasise the importance of context—
cognitive, cultural, and institutional—when interpreting linguistic
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phenomena. They also challenge deficit perspectives by highlighting how
language can reflect and reinforce power dynamics. For educators, the
findings offer actionable insights for developing more inclusive pedagogical
strategies that promote dialogue and critical engagement. Ultimately, these
case studies serve as a reminder that linguistic research has significant
practical applications, helping shape more equitable and effective
educational environments.

)} )‘ . .
. Reflection questions

Q1. How does the concept of context influence our understanding of
idiomatic language processing, as seen in Gibbs's study? What role does
context play in your own language use?

Q2. Potts and Semino’s research highlights the power of metaphors in
shaping public perception. Can you think of other metaphors commonly
used in social or political discourse? How do these metaphors influence the
way we think about the issues they represent?

Q3. In Snell’s study, what are the main mechanisms that contribute to
underprivileged students’ limited participation in classroom dialogue? How
might these mechanisms manifest in your own educational or workplace
environment?

Q4. What does Snell’s research reveal about the importance of teacher
assumptions and behaviour in shaping classroom dynamics? How can
teachers create more inclusive environments that encourage participation
from all students?

Q5. What are the broader implications of the findings from these case
studies for language education? How can researchers and educators use
these insights to challenge inequities in language teaching and learning?

Exercises

Exercise 1. Contextualising idiomatic expressions

[ Select five common idiomatic expressions. For each one, write two
sentences: one with a contextualised (narrative) setup and one without
context. Reflect on how the presence or absence of context changes the ease
of understanding or memory recall.

Exercise 2. Metaphor mapping exercise

Choose a metaphor that is frequently used in public discourse (e.g., “war
on drugs,” “climate change crisis”). Create a visual map showing the
different issues or phenomena this metaphor is applied to. Discuss how this
metaphor influences public perception of those issues.
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Exercise 3. Classroom dialogue analysis

Observe or recall a classroom discussion in a learning setting (either your
own or a public space). Note how much time students speak versus the
teacher. What factors (e.g., teacher behaviour, classroom management,
student comfort) might be influencing these dynamics? Write a brief
reflection on how the setting could be made more inclusive.

Exercise 4. Critical reflection on deficit models

Reflect on a time when you, as a student or educator, encountered or
applied a deficit model of student participation or ability (e.g., assuming a
student struggles with language due to their background). How can shifting
from a deficit model to a more relational and contextual perspective change
the way we view student participation and engagement? & Write a 200-word
response.
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8.2 Student-led and Practitioner Research Projects

Student-led and practitioner research projects emphasise the co-creation
of knowledge, empowering both students and educators to engage in
reflective and collaborative processes. This approach is grounded in the
principles of action research, where participants are not merely subjects of
study, but active contributors to the research process itself. The case studies
presented here reflect this ethos, illustrating how student autonomy and
practitioner collaboration can foster deeper learning, enhance teaching
practices, and promote professional growth.

The theoretical framework for these studies draws upon participatory
pedagogy (Freire, 1970) and action research (Carr & Kemmis, 1986), both of
which advocate for a transformative, dialogical approach to education. These
models emphasise mutual learning between educators and learners, where
both parties play an active role in shaping the educational experience.
Additionally, role negotiation theory (Biddle, 1986) and the concept of
symmetrical collaboration (Cochran-Smith & Lytle, 1993) underscore the
importance of defining and negotiating roles to facilitate productive
partnerships in research, particularly in contexts that involve diverse
stakeholders, such as teachers, students, and researchers.

Case study 1. Rasa, Gjotterud, Selsaas, and Helvig’s research in
student-driven action research
The article “Student-driven teaching and educational action research
combined: An approach to teaching development and student empowerment”
explores the intersection of student-driven teaching and educational action
research in higher education. The study, conducted at the Norwegian
University of Life Sciences, investigates how student-led workshops can
enhance teaching development and empower students. The research aims
to address two key areas: improving teaching practices and fostering student
engagement through co-creation of learning environments.

Research design and methods
The study employed an educational action research approach, focusing on
two student teams (six students total) organising workshops at a student-
driven innovation centre (SIC). Data collection included reflection meetings,
open questionnaires, staff interviews, focus group discussions, and co-
analysis of meeting transcripts. Reflection meetings served as both a
research tool and a developmental process, emphasising dialogue and
critical reflection. Thematic analysis was conducted using NVivo software to
identify patterns and insights.

Key findings

e Student teaching in a student-driven context:
Workshops followed a “learning by doing” approach, emphasising creativity,
flexibility, and peer-to-peer facilitation. Students valued the autonomy and
trust given to them, which motivated their participation and enhanced their
learning outcomes.
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e Support processes:
Initial plans for structured training were rejected by students, who feared
losing autonomy. Instead, reflection meetings emerged as an effective
alternative, fostering self-awareness, confidence, and professional growth.
Students appreciated the dialogic approach, which allowed them to critically
evaluate their teaching practices.

e Empowerment and agency:
The study highlighted the importance of student agency in decision-making.
Reflection meetings helped students develop both “agentic possibilities”
(perceived power to act) and “agentic will” (self-reflection for future actions),
contributing to their empowerment.

Implications for language education research and practice
The findings underscore the value of student-driven and reflective practices
in education. For language education, this approach could be adapted to
encourage peer-led discussions, creative problem-solving, and student
autonomy in designing learning activities. Reflection meetings can serve as
a model for fostering critical thinking and self-awareness among language
learners, enabling them to take ownership of their learning process.
Additionally, the study highlights the importance of balancing autonomy
with support, suggesting that educators act as facilitators rather than
authoritative figures.

Conclusion and lessons learned
This study demonstrates that student-driven teaching, supported by
reflective practices, can enhance both teaching quality and student
empowerment. Key lessons include the importance of respecting student
autonomy, using dialogue to foster critical reflection, and adapting support
structures to student needs. For educators, the findings emphasise the
transformative potential of co-creating learning environments with students,
challenging traditional hierarchies and promoting inclusive, participatory
practices.

Moving from classroom-level agency to system-level collaboration, the
next case examines how research-practice partnerships configure roles
across a project lifecycle.

Case study 2. Jarl, Taube and Bjorklund’s research on research-
practice partnerships
The article “Exploring roles in teacher-researcher collaboration: Examples
from a Swedish research—practice partnership in education,” by Maria Jarl,
Magdalena Taube and Camilla Bjérklund investigates the evolving roles of
teachers and researchers in collaborative research within the framework of
Sweden’s ULF initiative (utbildning, ldrande, forskning). The study aims to
deepen understanding of day-to-day activities in research—practice (RPPs)
and how roles evolve across different research phases. It seeks to address
gaps in the literature by incorporating teachers’ perspectives and exploring
the dynamics of symmetrical collaboration.

Research design and methods
The study is based on four collaborative research projects funded by an RPP
between a Swedish university and thirteen municipalities. Data were
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collected through semi-structured interviews with twelve participants,
including researchers, teachers, and individuals with dual roles. The
interviews explored participants’ experiences during three research phases:
formulation of research questions, data collection, and data
analysis/dissemination. The analysis was guided by Wagner’s (1997)
framework on collaborative research as a social intervention, focusing on
the organisational features of collaboration and role perceptions.

Key findings

e Collaboration dynamics:
Collaboration was most extensive during the data collection phase, where
teachers and researchers jointly planned and reflected on teaching
activities. Researchers led the formulation of research questions and data
analysis, though teachers’ input was valued.

e Role evolution:
Researchers were seen as experts in theory and analysis, while teachers
were recognised as experts in teaching practice. Teachers’ roles evolved
significantly, with many reporting professional growth and increased agency
through the collaboration.

e Challenges:
Teachers’ involvement in the initial research phase was limited, often
determined by school principals, which influenced their engagement in later
phases. Researchers’ prior teaching experience facilitated smoother
collaboration.

e Dissemination:
Researchers primarily authored academic publications, while teachers
contributed to presentations and professional community dissemination.

Implications for language education research and practice
The findings highlight the importance of involving teachers early in the
research process to foster agency and symmetrical collaboration. For
language education, this approach can bridge the gap between theory and
practice, ensuring research addresses practical classroom challenges.
Collaborative planning and reflection can enhance teachers’ instructional
strategies, while researchers gain insights into real-world teaching contexts.
The study underscores the need for structured support to balance power
dynamics and promote co-learning.

This study highlights the transformative potential of RPPs in educational
practices, emphasising the mutual learning between teachers and
researchers. However, achieving genuine symmetrical collaboration requires
thoughtful strategies, particularly in the early stages of research. Future
studies should compare different RPPs and incorporate observational data
to further validate these findings. Ultimately, the research underscores the
importance of teacher-researcher partnerships in building a more
democratic and practice-informed evidence base in education.

By tracing teacher-researcher roles across project phases, the study
refines accounts of symmetrical collaboration and informs strategies for
designing effective partnerships.

The next case turns to the micro-politics of partnering, asking how roles
are negotiated—and re-negotiated—over time.
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Case study 3. Farrell, Harrison, and Coburn’s research on role
negotiation and identity in research-practice partnerships
The article titled “What the Hell Is This, and Who the Hell Are You?” Role
and Identity Negotiation in Research-Practice Partnerships by Caitlin C.
Farrell, Christopher Harrison, and Cynthia E. Coburn explores the
dynamics of role negotiation and identity in the context of research-practice
partnerships (RPPs). The study is specifically aimed at understanding how
roles are defined and renegotiated throughout collaborative -efforts,
particularly in the realm of improving mathematics teaching. Using
organisational theory, the authors examine the interplay between role
negotiation and organisational identity, emphasising their critical role in
fostering productive partnerships.

Research design and methods
The study adopts a longitudinal case study design, focusing on the
partnership between Cypress School District and the Partner for District
Improvement (PDI). The data collection spanned two years (2012-2015) and
included a mix of ethnographic observations, interviews, and artefact
analysis. Researchers observed 17 leadership meetings, conducted
interviews with 40 district leaders and 4 PDI staff members, and analysed
1,826 artefacts such as meeting agendas and reports. The researchers used
a mixed-methods approach, coding meeting episodes to identify instances of
role negotiation and identity-referencing discourse. Interviews offered
additional insights into participants’ perceptions of their roles and the
partnership’s organisational identity. This approach allowed for a rich,
comprehensive analysis of the social dynamics at play.

Key findings

¢ Role negotiation dynamics:
Role negotiation was a recurring theme in the partnership, occurring in 25%
of the meeting episodes. Partners often used identity-referencing discourse
to clarify their roles, sometimes drawing comparisons to other
organisational roles like vendors or consultants.

e Impact on collaborative work:
When roles were unclear, the partnership’s progress stalled, as partners
spent time renegotiating their roles instead of focusing on substantive work.
Once roles were clarified, the partnership became more productive, with PDI
assuming an advisory role.

e Contributing factors:
The ambiguity of PDI’'s organisational identity and leadership turnover
within the district were two key factors that contributed to the ongoing need
for role negotiation. These uncertainties created confusion about PDI’s role,
necessitating regular clarification.

Implications for language education research and practices
This study has important implications for language education research and
practice, particularly in collaborative partnerships. Role negotiation is
crucial for building trust and ensuring clarity, especially in partnerships
involving a range of stakeholders, such as researchers, educators, and
policymakers. The findings suggest that in language education, roles should
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be explicitly defined to minimise ambiguity and facilitate productive
collaboration. Additionally, the study highlights the importance of role
flexibility to accommodate shifting challenges, such as leadership changes
or evolving priorities. By addressing role ambiguity early on, partnerships
can focus more effectively on substantive tasks, such as improving
instructional practices or developing innovative curricula.

The study also underscores the importance of maintaining clear, shared
understandings of roles, particularly in times of leadership transitions.
Partnerships should prioritise role clarification at the outset of the
collaboration and revisit these discussions periodically to ensure alignment
with long-term goals.

Farrell, Harrison, and Coburn’s research contributes significantly to our
understanding of the importance of role negotiation in sustaining effective
RPPs. It offers valuable insights for those involved in such partnerships and
provides a foundation for future studies focused on the dynamics of role
negotiation in educational collaborations

The table below summarises the three projects in 8.2, aligning settings,
methods, core insights, and implications.

Table 63. Student-Led and Practitioner Projects at a Glance

Domain and Implications for

Case setting Data / method Central finding education
Autonomy plus
Educational structured Build peer-led
Rasa, Hicher action research; reflection built activities and
Gjotterud, e dlg,lca ton: reflection students’ agency regular reflective
Selsaas, & studen t-le’ d meetings, and teaching cycles; balance
Helvig workshons interviews, focus capacity; dialogic autonomy with
(2024) p groups; thematic support facilitative
analysis outperformed top- mentoring
down training
Semi-structured Collaborathn Involve teachers
. . ) : peaked during data
University—- interviews . from problem-
Y . collection; .
Jarl, municipality across project formulation
researchers led
Taube, & research- phases; role- Uestion- onward; plan role
Bjorklund practice perception que . clarity and co-
. . . setting/analysis; ?
(2024) partnership analysis using a learning
. early teacher
(Sweden) social- . structures across
. . involvement
intervention lens . phases
increased agency
District— Longitudinal Ambiguous rgles Est'al.ahsh and
and leadership revisit role
external case study; .
Farrell, . turnover triggered agreements;
. partner observations, ..
Harrison, . . repeated anticipate
research— interviews, L
& Coburn . renegotiation; turnover;
practice artefact . . S
(2019) partnership analysis; clarified advisory maintain shared
(US, K-12)  discourse coding role improved identity to protect

productivity

substantive work
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Taken together, the patterns in Table 63 clarify how agency, role
definition, and institutional conditions interact over a project lifecycle.

Through these case studies, we examine the evolving roles of students
and educators in collaborative research settings and the challenges and
opportunities that arise from such partnerships. The findings not only
demonstrate the potential of student-driven research to foster empowerment
but also highlight the significance of clear role definitions and continuous
negotiation for ensuring the success of collaborative research initiatives.

In particular, the studies emphasise that the co-creation of knowledge
through action research and participatory pedagogy promotes a more
inclusive and reflective educational environment. By engaging both students
and practitioners in shared decision-making and reflective processes, these
approaches foster a deeper, more meaningful connection to the learning
experience. Additionally, the case studies underscore the importance of role
negotiation and symmetrical collaboration as essential components of
successful research partnerships, ensuring that all participants—whether
students, teachers, or researchers—remain aligned with the project’s goals
and are empowered to contribute meaningfully to the research process.

Ultimately, these case studies reinforce the value of student-led and
practitioner research as tools for transformative educational practices,
suggesting that such partnerships have the potential to reshape both
teaching and learning dynamics, making them more collaborative,
participatory, and responsive to the needs of all involved.

= .
. Reflection questions

Q1. How do you think student-driven research projects impact the
traditional roles of teachers and students in the classroom? In what ways
can this change the dynamics of teaching and learning?

Q2. What challenges might arise in implementing student-driven action
research in your educational context? How would you address those
challenges?

Q3. Reflecting on the case studies, how do you see the concept of 'role
negotiation' playing a crucial role in the success of collaborative research
partnerships? Can you identify similar dynamics in your own educational
experiences?

Q4. How can reflection meetings, as seen in the first case study, support the
development of student agency and autonomy? How might these meetings
be structured to be more effective in promoting student empowerment?

Q5. In the second case study, what role do you think teachers should play
in the research process, particularly in the early phases of collaboration?
How can teachers and researchers balance their power and contributions to
ensure a meaningful partnership?
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Exercises

Exercise 1: Role clarification activity
Divide into small groups, each representing a different stakeholder in a
research-practice partnership (e.g., teachers, students, researchers, or
policymakers). Discuss and write down the specific roles and responsibilities
each group would have in a collaborative research project.
Afterward, come together as a class to share the different perspectives
and role definitions. Reflect on the areas where roles overlap, and where
clarifications may be needed for effective collaboration.

Exercise 2: Empowerment and agency reflection
Think about a situation where you, as a student or teacher, were given
the opportunity to take more control over a learning or research activity.
Write a brief reflection on the experience, addressing the following:
What empowered you to take more control?
How did your increased agency impact your learning or teaching
outcomes?
What would you change to make the experience more empowering for
other students or educators?

Exercise 3: Role negotiation simulation

Using the principles from the third case study, simulate a scenario where
a research team needs to negotiate roles to ensure a balanced and
productive partnership. Assign different roles (e.g., researcher, teacher,
student) and have each participant express their expectations and needs.
Then, engage in a group discussion about how to balance those needs and
define clear roles for the success of the project.

Exercise 4: Student-driven research project
In pairs or small groups, design a student-driven research project that
could take place in your educational context. Consider the following:
How will you incorporate student autonomy and voice into the research
process?
What methods will you use to promote collaboration between students
and teachers?
How will you ensure that roles are clearly defined and respected
throughout the research process?
What support structures will you put in place to help students navigate
the research process?
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8.3 Lessons Learned and Best Practices

Lessons learned and best practices emerge where theory meets classroom
reality. This subchapter synthesises insights from Chapter 8’s case
studies—spanning figurative-language processing, metaphor in public
discourse, classroom dialogue, student-led action research, and research-
practice partnerships—to articulate principles that support credible,
equitable practice. The synthesis is organised around five themes:
contextual sensitivity (attending to sociocultural and institutional
conditions); autonomy and reflection (cultivating agency and metacognitive
review); collaboration and flexibility (sharing expertise while adjusting roles
and methods); institutional and structural support (time, resources, policy);
and iterative learning (reflective inquiry). For each theme, we draw links to
design choices, interpretive warrants, and transferability, and note
recurrent tensions and constraints. The aim is a compact, practice-informed
framework that can orient future studies and inform pedagogical and
organisational decision-making across settings.

The importance of contextual sensitivity in research and practice
The preceding subchapters underscore the crucial role that context plays in
the design and implementation of educational research. In Case study 3
(Snell) in 8.1, Snell’s ethnographic analysis highlights how socioeconomic
factors and institutional practices shape classroom participation.
Underprivileged students, despite their potential, face barriers to
meaningful discourse in the classroom due to systemic inequalities. This is
compounded by assumptions of student incapacity that often govern
classroom practices.

Similarly, in Case study 1 (Rasa et al., student-led workshops) in 8.2, the
research found that the success of student-driven action research depends
on understanding the particular context of each educational setting. The
workshops in Norway revealed that tailoring the design to the specific needs
of students and the educational institution was vital to fostering engagement
and achieving meaningful outcomes.

Lesson:

Effective research and pedagogical interventions are context-responsive—
designed with explicit attention to sociocultural, institutional, and
pedagogical conditions. Understanding the specific challenges and
opportunities within each context allows for more effective and targeted
educational strategies.

Empowering students and educators through autonomy and
reflection
Another key lesson concerns the importance of autonomy and critical
reflection for both learners and educators. Case study 1 (Gibbs) in 8.1,
which examined the processing of idioms, revealed that deeper cognitive
engagement leads to better comprehension and retention. This engagement
was facilitated by allowing participants to process idioms in various
contexts, thus encouraging them to engage actively with the language.
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In 8.2, Case study 1 (Rasa et al.) highlighted how student-driven action
research fostered a sense of ownership and responsibility. By giving
students the opportunity to lead their research projects, they not only
developed practical skills but also enhanced their critical thinking and
problem-solving abilities. The study also showed that reflective practices
were key to helping students identify challenges in their research process,
making them more self-aware and engaged in their learning.

Lesson:

Opportunities for autonomy, coupled with structured reflection, are
associated with deeper engagement, more critical reasoning, and greater
ownership of learning and teaching. Providing space for learners to take
ownership of their learning—and for teachers to reflect on their practices—
improves educational outcomes.

The role of collaboration and flexibility in practitioner research
Both sets of case studies demonstrate the importance of collaborative
research in shaping effective educational practices. In Section 8.2, Case
study 3 (Farrell et al.) on research—practice partnerships (RPPs) showed that
fostering collaboration between teachers and researchers was essential in
producing actionable insights for classroom practice. However, collaboration
required flexibility in role definition and communication. Teachers had to be
active participants in the research process, contributing their experiences
and knowledge while also adapting to the evolving nature of the research.

Similarly, in 8.1, Case study 2 (Potts & Semino), the study on cancer as
a metaphor illustrates the importance of interdisciplinary collaboration in
linguistic research. While the study was grounded in applied linguistics, it
also required input from sociology, psychology, and cultural studies,
showing how complex research topics benefit from the flexibility to draw
insights from different fields.

Lesson:

Productive projects combine clearly defined roles with flexibility to adapt
responsibilities and methods as insights and constraints evolve. Defining
roles clearly is essential, but it’s equally important to maintain a level of
adaptability in roles and methodologies to respond to emerging insights and
challenges.

The need for institutional and structural support
Both chapters emphasise that while individual agency and autonomy are
crucial, they must be supported by institutional structures. In Case study 3
(Snell) in Section 8.1, Snell’s research demonstrated that the educational
inequities faced by underprivileged students were not merely the result of
personal or student behaviour but were deeply embedded in institutional
dynamics. When teachers are constrained by rigid frameworks or
standardised assessment measures, opportunities for meaningful dialogue
and reflection are limited.

Similarly, in Section 8.2, the Norwegian student-led workshops benefited
from institutional support that allowed students to exercise their autonomy
while receiving the necessary mentorship and resources. This support was
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critical in ensuring that the students' research projects had a clear structure
and sustained engagement over time.

Lesson:
Institutional arrangements—time, mentoring, resources, and policy space—
enable autonomy to translate into sustained, scalable improvement for
students and educators.

The value of reflective practices for continuous improvement
Reflection is a recurring theme in both chapters, particularly as a tool for
continuous improvement. In Case study 3 (Snell) in Section 8.1, Snell’s
ethnographic approach encouraged teachers to engage in self-reflection and
critically examine the classroom dynamics that may limit student
participation. Snell’s work revealed how unconscious biases and deficit
assumptions about wunderprivileged students often led to reduced
opportunities for dialogue and engagement.

In Case study 3 (Farrell et al.) in Section 8.2, reflective practices were an
integral part of the practitioner research projects. Teachers regularly
engaged in self-assessment and collective reflection with their peers, which
allowed them to adjust their instructional practices based on real-time
feedback. This reflective cycle of inquiry and adjustment ultimately led to
improvements in both teaching methods and student outcomes.

Lesson:

Routine individual and collective reflection supports iterative adjustment of
pedagogy and fosters cumulative professional learning. A culture of ongoing
reflection and self-assessment promotes continuous professional
development and leads to more effective teaching and learning
environments.

Taken together, the cases in Sections 8.1 and 8.2 foreground contextual
sensitivity, shared agency, collaboration, institutional enabling conditions,
and reflective practice. These principles offer a practical grammar for
designing, implementing, and refining language education initiatives that
are inclusive, evidence-attentive, and responsive to local needs.

| g

» Reflection questions
Q1. How do you ensure that your research or teaching practices are sensitive
to the sociocultural, institutional, and cognitive contexts of your students or
participants?
Q2. In what ways do you currently foster student autonomy in your
classroom or research, and how might this contribute to empowerment?
Q3. How can collaboration with peers or students enhance your research or
teaching outcomes, and what role does flexibility play in these
collaborations?
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Q4. How does institutional support (or lack thereof) influence your ability to
engage in meaningful teaching or research, and what type of support would
make a significant difference?

Q5. How does reflective practice contribute to your growth as an educator
or researcher, and what strategies can you implement to make reflection a
more consistent part of your routine?

Exercises

Exercise 1: Contextual sensitivity in research and practice

Identify a recent lesson or research project and write a brief reflection on
the contextual factors that influenced your approach (e.g., students’
background, institutional policies, the social environment). Afterward,
suggest one modification you would make to enhance contextual sensitivity
in the future.

Exercise 2: Empowering students and educators through autonomy and
reflection

Design a small-scale project where students are given more autonomy in
choosing the topic or approach. Briefly outline how you would support their
independence while ensuring they have the resources they need to succeed.
Reflect on potential challenges and how you might address them.

Exercise 3: Collaboration and flexibility in practitioner research

In collaboration with a colleague (or a peer), co-design a lesson plan or
research project. Reflect on how each person’s expertise and perspectives
shaped the outcome.

&5 Write a brief reflection on the benefits and challenges of this collaborative
process.

Exercise 4: Institutional and structural support

& Create a support map that outlines the existing institutional structures
in your environment (e.g., administrative support, resources, mentorship).
Identify any gaps or areas where further institutional support could enhance
your practice.

& Write a short proposal suggesting how these gaps could be addressed.

Conclusion to Chapter 8

This chapter has treated practical application as the point where linguistic
inquiry demonstrates its value. The case material showed how experimental,
corpus-based, and ethnographic approaches yield usable explanations
when situated in cognitive, cultural, and institutional contexts. It cautioned
against decontextualised generalisation and highlighted how framing and
metaphor carry ethical consequences in classrooms and public discourse
alike.
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A complementary strand foregrounded inquiry co-produced with those
closest to practice. Student-led projects and partnerships between
researchers and educators made visible the social and organisational work
that underwrites relevance: negotiating roles and identities, distributing
expertise, documenting processes, and creating time and material supports.
When practitioners and learners help define questions and interpret
evidence, findings become locally credible and practically adoptable.

The chapter distilled these strands into a compact repertoire. Contextual
sensitivity anchors warranted claims and feasible designs. Autonomy
coupled with structured reflection enhances learning and sharpens
instructional judgement. Collaboration benefits from clear roles and
adaptive flexibility. Institutional arrangements—mentoring, time, resources,
ethical governance—convert promising trials into sustainable routines.
Iterative evaluation links enactment to evidence, enabling principled
adjustment rather than episodic innovation.

Across the chapter, transferability emerged as principled adaptation:
specifying what must remain stable (constructs, mechanisms, ethical
commitments) and what may vary (tasks, artefacts, pacing) across sites.
Methodological pluralism is an asset when aligned to the question and the
setting; so too are communicative products that travel—transparent
accounts, reusable materials, and candid reports of constraints as well as
outcomes. The passage from study to practice is not linear; it is a craft of
alignment and negotiation that moves incrementally from insight to
improvement. By pairing careful design with ethical attention to language
and context, researchers and practitioners can build work that others can
interrogate, reuse, and extend—turning situated findings into durable
contributions for language education.

Key takeaways

e Begin from context; calibrate designs and claims to cognitive,
cultural, and institutional conditions.

e Share inquiry with practitioners and students; clarify roles and
revisit them as projects evolve.

e Pair autonomy with structured reflection to deepen learning and
sharpen instructional judgement.

e Secure enabling conditions—time, mentoring, resources, ethical
oversight—for sustainability and scale.

e Treat transfer as principled adaptation: hold mechanisms constant
while tailoring implementations.
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CHAPTER 9. LANGUAGE EDUCATION
IN TRANSITION: NAVIGATING CHALLENGES
AND OPPORTUNITIES AHEAD

9.1 The Brain and Technology in Language Learning

9.2 Blended Learning: Merging Tradition with Innovation
9.3 Linguistic Diversity: Preserving Language and Identity
9.4 Globalisation, Multilingualism, and Equity

9.5 Emerging Frontiers in Language Education Research

This chapter looks forward. It asks what is changing in language
education—and how teachers, learners, and researchers can respond with
care as tools, policies, and classrooms evolve. Section 9.1 links what we
know about attention and memory with today’s tools. It considers when
technology helps practice and feedback, and where clear limits are needed
to protect learners. Section 9.2 treats blended learning as design. It weighs
what belongs in the room and what works online, how to keep community
and interaction, and how to align assessment, workload, and access. Section
9.3 centres linguistic diversity and identity. It looks at supporting
multilingual and heritage learners, sustaining community languages, and
balancing “standard” norms with inclusive practices such as
translanguaging. Section 9.4 situates classrooms in global movement and
inequality. It examines language-in-education policies (including EMI), the
needs of migrants and refugees, and the digital divides that shape
opportunity. Section 9.5 maps emerging frontiers: Al and learning analytics,
multimodal data, open and reproducible research, and partnerships that
build with—rather than for—teachers and learners. Across the chapter the
message is practical: adopt tools and approaches because they serve
learning goals, adapt them to local conditions, and report choices
transparently so others can judge, reuse, and improve on the work.
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9.1 The Brain and Technology in Language Learning

Neuroscience and Computer-Assisted Language Learning (CALL) are
converging to offer mechanistic accounts of how learners perceive,
remember, and produce an additional language, and to embed those
accounts in adaptive tools. This subchapter synthesises neurocognitive
mechanisms relevant to second language acquisition—neuroplasticity, age-
of-acquisition effects, and attention/working-memory constraints—
alongside design principles from cognitive load and multimedia learning
(Sweller, 1988; Paivio, 1986; Mayer, 2009). It then considers multimodal and
immersive environments (e.g., virtual and augmented reality) and
neuroadaptive systems that combine behavioural signals with physiological
indicators (eye tracking, EEG/fNIRS) to adjust task difficulty and feedback
in real time (Zhang et al., 2020). Subsequent sections discuss gamification
and neurofeedback as potential supports for motivation and attention, and
briefly note ethical and practical limits on biometric personalisation. The
aim is to indicate where current evidence can inform CALL design and where
claims should remain appropriately cautious.

Neurocognitive mechanisms in language learning
Neuroplasticity—the brain’s ability to reorganise and form new neural
connections in response to learning—is a cornerstone of modern
neuroscientific research. In the context of second language acquisition
(SLA), neuroplasticity is key in allowing learners to strengthen neural
pathways that support language processing. This is particularly significant
in bilingual and multilingual individuals, where the brain efficiently
manages and stores multiple language systems.

The timing of language acquisition also plays a critical role in how the
brain processes languages. Evidence suggests differences in neural
recruitment between earlier and later bilingual experience: earlier exposure
is often associated with more native-like left-lateralised language networks,
whereas later learning can involve more distributed or bilateral recruitment,
consistent with compensatory processing (Birdsong, 2006; Kovacs & Mehler,
2009). Early bilinguals often show more left-lateralised activation for core
language tasks, whereas later learning can involve more distributed or
bilateral recruitment, consistent with compensatory processing (Birdsong,
2006; Kovacs & Mehler, 2009). This difference has important implications
for CALL systems. Specifically, learners at different stages of language
acquisition may require different types of cognitive support to optimise their
learning process.

Cognitive Load Theory (CLT), first proposed by Sweller (1988), posits that
the brain has a limited capacity for processing new information, which
becomes particularly relevant for complex tasks like language learning.
Sweller classified cognitive load into three categories: intrinsic load (the
inherent difficulty of the material), extraneous load (the cognitive burden
caused by how the material is presented), and germane load (the cognitive
resources dedicated to learning and schema development). CALL systems
must optimise these loads by adapting language tasks to the learner’s
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cognitive capacity, thereby improving engagement, reducing cognitive
overload, and enhancing retention.

Multimodal learning environments and cognitive load
Multimodal learning environments—such as those integrating Virtual
Reality (VR) or Augmented Reality (AR)—have the potential to reduce
cognitive load and improve learning outcomes. Equally, poorly designed
immersive tasks can increase extraneous load; benefits depend on
alignment of modality with task goals (Mayer, 2009; Sweller, 1988). Sweller’s
CLT suggests that cognitive resources are limited and that overloading these
resources can hinder learning. However, multimodal systems alleviate the
burden on any single sensory channel by incorporating multiple sensory
modalities, such as visual, auditory, and tactile input. This reduces the
likelihood of cognitive overload and optimises the brain’s ability to process
language.

Paivio’s Dual Coding Theory (1986) supports this idea, suggesting that
combining verbal and visual information strengthens memory retention by
engaging both the verbal and non-verbal memory systems. This aligns with
findings in VR and AR language-learning studies, which show that learners
improve their comprehension and retention by interacting with virtual
environments that simulate real-life situations. These immersive
environments also support the theory of embodied cognition (Lakoff &
Johnson, 1999), which suggests that physical interaction with language
content further enhances cognitive processing by involving the body in
learning.

Moreover, recent advancements in adaptive CALL systems allow for real-
time monitoring of learners’ cognitive load through biometric feedback, such
as eye tracking or facial expression analysis. By continuously monitoring
attention and emotional states, these systems can adjust task complexity to
avoid overwhelming learners while maintaining an optimal level of
engagement. Mayer’s (2009) work on multimedia learning supports this,
showing that learners benefit when multimedia elements (text, images, and
sound) complement each other rather than compete for cognitive resources.
Therefore, multimodal input in adaptive CALL systems not only promotes
greater engagement but also supports deeper cognitive processing and
language retention.

Al and neuroscience in adaptive learning systems
With advancements in computational technologies, Al is playing an
increasingly important role in language learning. The intersection of
neuroscience and Artificial Intelligence (Al) in CALL is enabling the
development of adaptive learning systems capable of adjusting to a learner's
unique cognitive needs. These systems integrate neurocognitive insights to
provide real-time adjustments based on a learner's physiological and neural
data, such as eye movements, brainwave activity, or facial expressions.

Brain-computer interfaces (BCIs) have significantly contributed to this
development by enabling the real-time monitoring of neural signals. Zhang
et al. (2020) demonstrated how machine learning algorithms, when paired
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with EEG (electroencephalography) and fNIRS (functional Near-Infrared
Spectroscopy), could monitor cognitive states and adjust learning tasks
based on learners’ levels of attention, stress, or fatigue. This real-time
feedback allows Al-driven systems to create personalised learning
experiences that respond to fluctuations in the learner’s cognitive state,
helping to optimise learning conditions and improve outcomes. Such
personalisation presupposes explicit consent, privacy-preserving data
pipelines, and clear limits on secondary use, particularly where neural or
biometric data are involved (see Chapter 3 on ethics).

For instance, if a learner shows signs of cognitive overload, Al-powered
systems could reduce the difficulty of tasks or switch to more interactive,
gamified content, providing a break from challenging material. This type of
dynamic adjustment ensures that learners remain engaged without
becoming frustrated or burned out, which could hinder their progress.
Gkintoni et al. (2025) highlight the potential of neuroadaptive systems in
increasing learner engagement, suggesting that by aligning tasks with
cognitive readiness, such systems can significantly enhance motivation and
learning efficacy. The contrast in Table 64 summarises how neuroadaptive
systems operationalise these insights relative to conventional CALL
platforms.

Table 64. Key Characteristics of Neuroadaptive CALL Systems

Characteristic Traditional CALL Neuroadaptive CALL
User feedback Pre—programmed Real—tlrr%e., adaptive feedback based
feedback, static on cognitive state

Learning . Dynamic, personalised based on
Linear, predefined "

pathways neurocognitive responses

Engagement Basic learner input (e.g., Continuous tracking of attention,

monitoring keystrokes) emotion, and mental workload

Adjusts in real-time according to

Task complexity Fixed difficulty levels learner's cognitive load

Technology Primarily text, video, Integrates EEG, eye tracking, facial-
integration audio expression/affect sensing, and Al

Taken together, these shifts imply a move from static sequencing to
contingent personalisation, contingent on continuously estimated cognitive
states rather than only on observed task accuracy.

Gamification, cognitive neuroscience, and language learning
Gamification, the use of game mechanics in non-game contexts, has gained
popularity in language learning due to its ability to stimulate the brain's
reward systems. By incorporating elements like points, achievements, and
leaderboards, gamified CALL systems activate the dopaminergic system,
which is responsible for pleasure and reward, thereby enhancing motivation
and engagement in learners.

Zhao and McClure (2022) emphasise how platforms like Gather.Town
promote engagement by fostering language learning communities and
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integrating competition and rewards. These elements tap into both intrinsic
and extrinsic motivation, keeping learners interested and motivated over
time. Furthermore, Azzouz Boudadi and Gutiérrez-Colén (2020) highlight
that gamification has been shown to improve motivation and learning
achievement in second language acquisition. Game-based systems
encourage consistent interaction with language content through structured
challenges and rewards, leading to better learning outcomes.

Neurofeedback in language learning
An emerging trend in CALL is the use of neurofeedback, which involves
monitoring and training brainwave activity in real-time to enhance cognitive
performance. Neurofeedback systems provide biofeedback—such as
auditory or visual cues based on brainwave activity—to help learners
achieve optimal cognitive states for language learning.

Parsons and Faubert (2021) demonstrate how neurofeedback can
enhance attention regulation, which is essential for reducing cognitive load
and improving memory retention in language learners. In addition, Cho et
al. (2004) explore the integration of neurofeedback with virtual reality (VR)
environments for cognitive training, showing how this combination can
foster sustained focus and attention, critical elements for effective language
acquisition.

The future of neuroscientific CALL systems
Looking ahead, the continued integration of neuroscience and CALL will lead
to more sophisticated, personalised language learning systems. These future
systems could use real-time neurocognitive data to adapt learning
experiences based on learners' emotional states and cognitive responses.
Neuroimaging technologies, such as fMRI, may also be incorporated to gain
a deeper understanding of how different learners process language, allowing
for the development of tools that target individual neural pathways.

Continued integration of neurocognitive evidence with CALL is likely to
support more adaptive and engaging learning environments. As sensing and
modelling improve, systems may better align task demands with learners’
cognitive readiness, while gamification and neurofeedback may assist
motivation and attention. At the same time, claims about efficacy should
remain proportional to the evidence base, and developments should be
constrained by ethical safeguards for neural and biometric data. The most
promising trajectory is therefore incremental: theory-informed designs
evaluated transparently, with personalisation used to augment—not
replace—sound pedagogy.
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» Reflection questions

Q1. How does the concept of neuroplasticity relate to second language
acquisition, and why is it particularly significant in bilingual or multilingual
learners?

Q2. In what ways do Cognitive Load Theory (CLT) and multimodal learning
environments complement each other to enhance language acquisition?
Q3. What role does gamification play in motivating language learners, and
how does it relate to neuroscience, particularly the dopaminergic system?
Q4. Considering the development of neuroadaptive CALL systems, what are
some challenges or limitations that may arise when trying to integrate real-
time biometric and neural feedback into language learning platforms?

Q5. How do neurofeedback and brain-computer interfaces (BCIs) enhance
the language learning experience, and in what ways could these technologies
be further developed or improved?

Exercises

Exercise 1: Multimodal learning scenario

Design a language learning task that integrates at least three sensory
modalities (e.g., visual, auditory, tactile) in a way that reduces cognitive load
for learners. For example, create an exercise for vocabulary learning that
involves both a visual flashcard system, an audio pronunciation guide, and
interactive touch-based feedback (e.g., selecting images). Discuss how this
approach aligns with Cognitive Load Theory and how it could be used in a
CALL system.

Exercise 2: Gamification and motivation mapping

Choose a language learning app or platform (e.g., Duolingo, Babbel,
Memrise) and map out the gamified elements (points, achievements, levels,
leaderboards). Reflect on how these elements might activate the brain's
dopaminergic system to enhance motivation. Based on this analysis,
propose one new gamified feature or adjustment that could improve user
engagement further.

Exercise 3: Neurofeedback simulation

In a group or individually, simulate the effects of neurofeedback in a
language learning context. Choose a cognitive task (e.g., grammar exercises
or pronunciation practice) and introduce “feedback” such as visual or
auditory cues when you feel focused or distracted. Reflect on how this
feedback changes your approach to the task. What type of feedback would
be most effective for maintaining attention and reducing cognitive load?
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Exercise 4: Personalised learning pathway design

Imagine you are developing a neuroadaptive CALL system. Using the
concepts of real-time monitoring of cognitive load and engagement, design a
personalised learning pathway for a language learner. Include elements like
task difficulty adjustments based on cognitive load, real-time feedback (via
neural or biometric data), and possible interventions (e.g., switching to
gamified tasks). How would these adaptations align with the neurocognitive
readiness of the learner?
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9.2 Blended Learning: Merging Tradition with Innovation

Blended learning—integrating face-to-face instruction with digital
platforms—has become a central organising approach in language
education, combining the immediacy of classroom interaction with the
flexibility and personalisation of online study. This subchapter clarifies
major models of blend and typical sync/async arrangements, then examines
how technologies can extend pedagogy rather than simply replace analogue
practices. It outlines the SAMR continuum to situate design choices and
summarises multimedia design commitments that align materials with
human information-processing limits. The discussion links cognitive
benefits to social ones by considering collaborative tasks and peer feedback
in networked spaces, and reviews how adaptive systems tailor practice from
learner-performance data. Motivational dynamics are treated through uses
of gamified elements, with attention to equity and intrinsic motivation.
Finally, the subchapter sketches developments—VR/AR and Al-supported
personalisation—within a blended ecology.

Blended learning models in language education
Blended learning models encompass a wide range of formats and
approaches that vary in the degree of integration between face-to-face and
digital components. Graham (2006) outlines several models, including the
face-to-face driver model, where classroom-based learning is enhanced with
online resources, and the online driver model, where students primarily
learn online, with occasional face-to-face sessions for supplementary
instruction. In language education, these models enable learners to interact
with content at their own pace, review material as needed, and focus on
individual areas of improvement. Blended learning is particularly effective
in accommodating the diverse needs of language learners, as it offers a
combination of synchronous (real-time interaction) and asynchronous (self-
paced) learning opportunities (Graham & Halverson, 2023).

For example, learners may attend weekly classroom lessons focused on
speaking and listening skills while engaging with online grammar exercises,
vocabulary-building activities, and interactive language games. This
combination supports both formal and informal language acquisition, as
well as social and cognitive engagement with the language.

Digital tools: Enhancing language acquisition
Digital tools have become indispensable in the modern language classroom,
offering a wide array of resources and platforms to supplement traditional
teaching methods. These tools include language learning apps, video-based
platforms, speech recognition systems, and collaborative online spaces.
According to Puentedura (2013), the SAMR model specifies four levels of
technology integration: Substitution (a digital tool replaces an analogue one
without functional change, e.g., a worksheet as a PDF), Augmentation
(replacement with functional improvement, e.g., automated feedback or
embedded audio), Modification (technology enables substantial task
redesign, e.g., collaborative drafting with version history and peer
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commenting), and Redefinition (technology allows tasks previously
inconceivable, e.g., co-producing a multilingual podcast with external
partners and integrated transcripts/analytics). Substitution and
augmentation are viewed as enhancement; modification and redefinition
constitute transformation.

For example, speech recognition systems like Rosetta Stone or Duolingo
provide learners with instant feedback on pronunciation and grammar,
helping them refine their language skills. Similarly, collaborative platforms
such as Google Classroom or Padlet enable learners to interact with peers,
share resources, and receive peer feedback, fostering a sense of community
and collaboration.

The use of multimedia content—such as videos, podcasts, and interactive
simulations—has also proven effective in enhancing language
comprehension. Mayer’s (2005) multimedia principle holds that learning
improves when relevant words and pictures are combined. In language
learning, this means that learners can watch a video on cultural practices
while listening to native speakers, reinforcing both comprehension and
cultural understanding. From a design perspective, the cognitive theory of
multimedia learning synthesised by Mayer (2009) proposes that learning
with words and pictures improves when materials are aligned with human
information-processing limits. Three clusters of principles follow: reducing
extraneous processing (coherence, signalling, redundancy, spatial and
temporal contiguity), managing essential processing (segmenting, pre-
training, modality), and fostering generative processing (multimedia,
personalisation, voice, image, where appropriate). In blended environments,
these commitments translate into practice by removing non-essential on-
screen elements, cueing relevant portions of graphics, placing text close to
corresponding visuals, pacing complex content into short learner-controlled
segments, using spoken narration with diagrams where reading would
compete with viewing, and—where appropriate—adopting a conversational
style or embodied agents to encourage active sense-making (Mayer, 2009).

Cognitive and social engagement in blended learning
Blended learning not only benefits learners cognitively but also fosters social
engagement. The flexibility of blended models enables learners to engage in
meaningful interactions with peers, both in person and online. Vygotsky’s
(1978) sociocultural theory emphasises the importance of social interaction
and collaboration in cognitive development, suggesting that language
learning is best supported by collaborative activities that allow learners to
engage with others in authentic communication.

For instance, language learners can participate in online discussions,
peer-reviewed writing activities, or video chats with native speakers. These
social learning experiences help students practice real-world
communication skills, which are crucial for language acquisition. Gee (2003)
further supports this by emphasising that language is best learned through
immersion in authentic, communicative contexts, something that blended
learning environments facilitate by combining face-to-face and digital
interactions.
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Adaptive learning technologies in blended environments
A significant advantage of blended learning is its ability to incorporate
adaptive learning technologies that personalise the learning experience
based on individual progress and performance. Johnson et al. (2016)
discuss how these technologies adjust the complexity of tasks, providing
learners with targeted support when needed and ensuring that they remain
engaged without feeling overwhelmed.

For example, platforms like Knewton or Smart Sparrow use data-driven
algorithms to assess a learner's progress and modify the content
accordingly, offering personalised recommendations or exercises tailored to
their specific needs. This adaptability allows learners to receive immediate
feedback, review material they may have struggled with, and progress at
their own pace. In language learning, adaptive systems can help students
focus on areas where they need improvement, such as vocabulary
acquisition or grammar comprehension, ensuring that they build a solid
foundation before moving on to more advanced topics.

Gamification and motivation in blended learning
Gamification, the integration of game elements into educational settings,
has proven to be an effective strategy in language learning, particularly
within blended environments. According to Burke (2014), gamification taps
into learners' intrinsic motivations by providing rewards, points, and
leaderboards, which encourage active participation and progress. In blended
learning settings, gamified components—such as challenges, quizzes, and
levels—can be integrated with digital tools to increase engagement and
motivation.

For example, platforms like Kahoot! and Quizlet Live offer learners the
opportunity to compete in real-time quizzes, reinforcing language skills in a
competitive yet supportive environment. By completing challenges and
earning rewards, learners are motivated to continue practicing and
improving their language abilities. The Self-Determination Theory (SDT;
Deci & Ryan, 2000) further supports the use of gamification by emphasising
that learners' intrinsic motivation is fuelled by a sense of autonomy,
competence, and relatedness, all of which are fostered in gamified language
learning experiences.

Collaborative learning and peer interaction
Blended learning environments offer a unique opportunity for collaborative
learning, which has long been recognised as a valuable strategy in language
acquisition. By combining digital tools with face-to-face activities, blended
learning promotes both individual and collaborative learning experiences.
Akyol et al. (2009) highlight that collaborative learning encourages critical
thinking, peer feedback, and problem-solving skills, all of which are
essential for language acquisition.

For instance, learners can engage in online group projects, such as
creating videos or presentations in the target language, which not only
enhances their language skills but also encourages teamwork and creative
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problem-solving. This peer interaction and feedback can be more difficult to
achieve in traditional language classrooms, making blended learning an
effective model for fostering collaborative skills.

The future of blended learning in language education
The future of blended learning in language education holds immense
promise, as emerging technologies continue to enhance the learning
experience. Innovations in virtual reality (VR) and augmented reality (AR)
are beginning to transform the way learners interact with language content.
Dede (2009) argues that VR and AR can create immersive, real-world
experiences where learners practice language skills in virtual environments,
helping them build fluency and confidence. For example, learners may
engage in a virtual conversation with a native speaker or navigate a
simulated marketplace, applying language skills in context.

In addition, artificial intelligence (Al) and machine learning are enabling
highly personalised learning experiences, where content adapts to learners'
individual progress, cognitive state, and emotional engagement. As these
technologies evolve, blended learning environments will become even more
flexible, dynamic, and effective in meeting the diverse needs of language
learners.

Ultimately, blended learning represents the future of language education
by combining the strengths of traditional pedagogical methods with the
innovations of digital technologies. The integration of digital tools, adaptive
systems, gamification, and collaborative learning has the potential to create
highly engaging, personalised, and effective language learning
environments.

» Reflection questions

Q1. In a course you know well, which blended learning model (e.g., face-to-
face driver, online driver, hybrid models) would be most defensible, and why,
given learner profiles, curricular goals, and institutional constraints?

Q2. Where do your current digital activities sit on Puentedura’s SAMR
continuum (substitution — augmentation — modification — redefinition),
and what evidence suggests that a shift to a higher level would add
pedagogical value rather than novelty?

Q3. According to Mayer’s principles (2009), what is one concrete design
choice for a blended lesson that (a) reduces extraneous processing, (b)
manages essential processing, and (c) fosters generative processing?

Q4. What data would an adaptive component plausibly use (e.g., response
accuracy, latency, attempt histories), and how would you justify thresholds
for intervention while attending to privacy, transparency, and student
agency?
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Q5. Which gamification elements, if any, support autonomy, competence,
and relatedness (Deci & Ryan) in your setting, and where might they risk
crowding out intrinsic motivation or amplifying inequities?

Exercises

Exercise 1: Blend redesign (weekly flow)

Select a single week of a language course and redesign it as a blended
sequence: one synchronous session and two asynchronous components. For
each component, state the learning objective, mode (sync/async),
anticipated evidence of learning, and where it sits on SAMR. Conclude with
a 100-word rationale linking choices to learner needs.

Exercise 2: Collaborative task with dual modalities

Design a peer interaction activity that combines an in-class speaking
task with an online follow-up (e.g., forum, shared doc, or video response).
Provide: (a) prompts and timing, (b) a brief participation rubric (criteria and
3-level descriptors), and (c) guidance for equitable turn-taking and feedback.

Exercise 3: Lightweight adaptivity plan

Propose a rule-based adaptive pathway for one skill area (e.g., vocabulary
or pronunciation). Specify: inputs (metrics available in your platform),
decision rules (e.g., accuracy 280% — advance; <60% — remediation set B),
and two alternative practice resources. Add a 3-point note on data
minimisation and learner opt-in.

Exercise 4: Gamification audit and revision

Choose an existing digital activity (quiz/app). Identify current game
elements (points, streaks, leaderboards) and map each to an SDT need
(autonomy/competence/relatedness) or a potential risk. Propose two design
changes (e.g., mastery badges tied to specific competencies; optional
cooperative goals) and define success indicators (engagement, error
reduction, or persistence over two weeks).
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9.3 Linguistic and Cultural Diversity in Research:
Preserving Language and Identity

The study of linguistic and cultural diversity has moved beyond samples
drawn mainly from WEIRD (Western, Educated, Industrialised, Rich,
Democratic) populations, a shift that widens what counts as evidence for
language learning and cognition (Henrich et al., 2010). Critical and
Indigenous perspectives caution that inclusion is not merely demographic
but epistemic, foregrounding cultural voice and locally grounded theory
(Bhatia & Priya, 2019). This subchapter examines how language, culture,
and cognition intersect (with attention to ecolinguistics), how linguistic
diversity matters for second language acquisition and revitalisation, and
how cultural linguistics reframes constructs and tasks. Methodological and
ethical considerations for community-engaged work are then outlined,
followed by future directions that connect interdisciplinary approaches with
culturally responsive technologies in Computer-Assisted Language Learning
(CALL).

The intersection of language, culture, and cognition
The relationship between language, culture, and cognition is foundational
in understanding how languages shape the ways we think about the world.
Ecolinguistics, an interdisciplinary field that examines the relationship
between language, environment, and culture, is crucial in exploring how
linguistic structures reflect and reinforce the worldview of different cultural
groups. Haugen’s ‘ecology of language’ frames languages within their social
and environmental relations; subsequent ecolinguistics explores how
linguistic resources index and transmit ecocultural knowledge (Haugen,
1972; Maffi, 2001). As languages encode cultural knowledge about local
environments, language loss threatens the transmission of traditional
ecological knowledge. For example, indigenous languages often contain rich
vocabularies related to flora, fauna, and natural resource management,
which may not have direct equivalents in more widely spoken languages.

By integrating ecolinguistics into language acquisition research, we can
better understand how languages encode ecocultural knowledge and how
the loss of such languages endangers not only linguistic diversity but also
the sustainability of local communities' relationships with their
environments. This perspective is increasingly vital in light of the global
push to preserve both biological and linguistic diversity (Maffi, 2001).

Linguistic diversity and its impact on SLA
Linguistic diversity plays a significant role in second language acquisition
(SLA), especially in the context of language revitalisation efforts. The decline
of many indigenous languages and minority languages around the world has
prompted revitalisation initiatives aimed at preserving languages that carry
important cultural knowledge. Language revitalisation involves efforts to
bring endangered languages back into daily use, typically through
programmes that focus on teaching younger generations and creating
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resources for language learning. These programmes also contribute to
cultural identity preservation by reinforcing the connection between
language and community values (Grenoble & Whaley, 2006).

The challenge of revitalising endangered languages in SLA contexts is
multifaceted. For example, while learners of widely spoken languages may
have access to diverse resources for language learning, those learning
endangered languages often face a lack of materials, teachers, and
technology that adequately support their needs (Hinton, 2001). However,
recent advances in Computer-Assisted Language Learning (CALL) have
opened new opportunities for language revitalisation by providing interactive
platforms for learning, especially for communities that are geographically
dispersed. Such platforms can include digitised language archives, language
learning apps, and virtual communities that support both the revitalisation
of languages and their associated cultural knowledge systems.

The role of Cultural Linguistics in understanding linguistic diversity
Cultural Linguistics is essential for understanding how language influences
the cultural identity of individuals and communities. As Sharifian (2017)
argues, language is deeply intertwined with cultural conceptualisations,
shaping not only how people perceive the world but also how they
understand their identity within that world. When a language dies or is
threatened, it is often a loss of cultural identity for the speakers of that
language. For many indigenous groups, language is not just a medium of
communication but a repository of cultural knowledge—such as stories,
songs, and traditions—that defines their way of life.

Adamou (2025) emphasises the importance of integrating Cultural
Linguistics into experimental research on language acquisition. She argues
that traditional linguistic tasks, such as picture-matching or sentence
judgement tasks, must be adapted to account for cultural differences in
cognitive processing. These tasks should be designed in a way that respects
the cultural values of the participants and avoids biases that could arise
from imposing Western-centric research methods on non-WEIRD
populations. Experimental methodologies, according to Adamou, should
recognise the cultural backgrounds of participants to ensure that they are
valid across diverse linguistic and cultural groups (Adamou, 2025).

One way to operationalise culturally responsive design is to plan for risks
and mitigations (Table 65).

Table 65. Inclusive Research Design Checklist (Non-WEIRD and Revitalisation

Contexts)
Issue Risk if ignored Design responses (illustrative)
Mis-measurement due to Co-design prompts; pilot with local
Task o1 - .
culturally unfamiliar speakers; use ecologically valid
construct . . .
stimuli scenarios

Community advisory group;
Consent and Procedural consent but  collective consent where
governance weak community control appropriate; data-sharing
agreements
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Issue Risk if ignored Design responses (illustrative)

Data Loss of control over Local storage; negotiated access;
sovereignty recordings/lexicons benefit-sharing clauses

Build small, reusable corpora;
open-licensed audio; teacher-made
items with QA

Reflexive memos; report strengths
and community goals alongside
challenges

Language Scarce materials for
resources instruction/ assessment

Researcher Deficit framing of
stance “minority” varieties

These design moves align measurement with local constructs while
increasing the social licence of the work.

For example, when studying language acquisition in communities with
endangered languages, it is crucial to incorporate cultural knowledge into
research designs. This could include adapting language learning
assessments to reflect how learners from different cultural backgrounds
process and internalise language. Failing to do so may lead to skewed results
that don't accurately represent the way language and culture interact within
non-Western communities.

Methodological challenges and ethical considerations
Conducting research on linguistic and cultural diversity, particularly in the
context of ecolinguistics and language revitalisation, presents a set of
unique methodological and ethical challenges. Ecolinguistic research often
involves languages that are understudied, and thus, the available research
tools and methodologies may be inadequate for capturing the full richness
of these languages (Mtihlhausler, 2003). Similarly, when studying language
revitalisation, researchers must be ethically sensitive to the community’s
needs and concerns, as these projects can be seen as colonial impositions if
not carried out with respect for local values (Nettle & Romaine, 2000).

Ethical research must prioritise collaboration with local communities and
recognise that language revitalisation efforts are often driven by the
communities themselves. For example, the Galician language revitalisation
movement in Galicia (Spain) has emphasised the importance of community-
led initiatives where local speakers decide on the methodologies and
pedagogical approaches used (O’Rourke & Ramallo, 2013).

Future directions: Inclusivity and interdisciplinary approaches
The future of language acquisition research will inevitably require
interdisciplinary approaches that blend applied linguistics, anthropology,
cognitive science, and ecolinguistics to provide a more holistic
understanding of language. The intersectionality of language, culture, and
cognition requires a collaborative approach between linguists and cultural
practitioners to ensure that both linguistic diversity and ecological
knowledge are preserved through revitalisation efforts. Furthermore, digital
tools and CALL technologies are increasingly being integrated into language
revitalisation programmes, providing opportunities for learners from
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minority communities to access language learning resources that were once
unavailable.

In conclusion, the study of linguistic and cultural diversity is essential
for understanding how language loss impacts cultural identity and
knowledge systems. By integrating the fields of ecolinguistics and language
revitalisation into language learning research, we can work toward
preserving not just languages, but also the ecological and cultural wisdom
that those languages encode. Technologies such as CALL systems, when
designed with cultural sensitivity, can play a pivotal role in these efforts by
facilitating the learning of endangered languages and supporting the
revitalisation of these languages in their cultural context.

3

\ ,’
. Reflection questions

Q1. In what ways might constructs operationalised in common experimental
tasks travel poorly across cultural settings, and how could ecolinguistic
insights refine those constructs?

Q2. What forms of community consent and governance are defensible when
building CALL resources for an endangered language?

Q3. How does -cultural linguistics alter interpretations of learner
performance when tasks rely on culturally specific schemas?

Q4. Which aspects of language revitalisation most directly support identity
work for learners, and how might these be evidenced in routine classroom
assessment?

Q5. What trade-offs arise between open science norms and community data
sovereignty in documentation or pedagogy-oriented corpora?

Exercises

Exercise 1: Task audit for cultural validity

Select a commonly used SLA task (e.g., picture-matching, acceptability
judgements). Identify elements that assume specific cultural knowledge.
Propose two modifications to improve cultural validity and state the
construct you intend to preserve.

Exercise 2: Mini-protocol for community consent

[ Draft a one-page consent and governance outline for a small CALL
recording activity (10-15 speakers). Specify who consents, how materials are
stored/used, and how benefits are returned.
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Exercise 3: Revitalisation resource sketch
L) Outline a micro-module (30-45 min) for an endangered language:
objective, target lexicon/grammar tied to local practices, materials available,
and how cultural knowledge is embedded.

Exercise 4: Researcher reflexivity memo

Write a 200-word memo on positionality: prior assumptions, potential
biases, and how these will be monitored (e.g., peer debriefs, community
feedback loops).
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9.4 Globalisation, Multilingualism, and Educational
Equity: The Challenges of a Globalised World

Globalisation has reconfigured the linguistic ecology of education,
expanding multilingual repertoires while intensifying hierarchies among
languages. The implications are uneven: English as a global lingua franca
can widen access yet also marginalise minoritised languages and their
knowledge systems. This subchapter considers (a) how global language
hierarchies shape participation and opportunity; (b) how multilingual
education (MLE) can support inclusion, biliteracy, and identity; and (c) how
digital infrastructures can mitigate—or reproduce—inequality. It
foregrounds the interaction among policy, pedagogy, and technology,
arguing that equitable provision depends on valuing linguistic diversity
while building capacity (curriculum, teacher development, resources) and
addressing the evolving digital divide. The goal is a balanced view of
opportunity and risk in a globalised landscape, attentive to power, identity,
and access.

Language, power and access
Globalisation has exacerbated the dominance of certain languages,
particularly English, which is often regarded as the global lingua franca.
This linguistic hegemony can have substantial consequences for educational
access and outcomes, especially in countries where English or other widely
spoken languages are not native. As Pennycook (2017) argues, the spread of
English is both a cultural and political phenomenon, reinforcing power
dynamics that marginalise minority languages. The shift toward English-
language education often positions students from non-English-speaking
backgrounds into a position of linguistic disadvantage, limiting their ability
to fully participate in academic discourse and diminishing the value of their
native languages. Educational systems in many parts of the world are
structured around dominant global languages, thereby perpetuating
existing linguistic hierarchies (Heller, 2007). As Baker (2006) points out,
learners in minority language contexts frequently face an educational double
bind: they must navigate language barriers while simultaneously facing
curricular expectations set in a foreign language. In the context of
globalisation, where English proficiency is often associated with economic
success and social mobility, these linguistic inequalities can severely limit
access to higher education, international opportunities, and social
integration (Phillipson, 2010). Moreover, the centralisation of English in
globalised education systems often results in the marginalisation of
indigenous languages, leading to their gradual erosion. For instance, in
parts of North America, Australia, and Africa, the dominance of English in
education systems has contributed to the attrition of many Indigenous
languages. This process, known as linguistic imperialism (Phillipson, 1992),
undermines local knowledge systems, as traditional ways of knowing are
often expressed through these languages (Grenoble & Whaley, 2006). As
global institutions, universities, and even corporations increasingly demand
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proficiency in English, the phenomenon of linguistic imperialism (Phillipson,
2010) deepens, contributing to the marginalisation of smaller, indigenous
languages and undermines the linguistic diversity that exists worldwide.

Multilingual education: The role of multilingualism in providing
more inclusive education
The rise of multilingualism within the global context has significant
implications for education, as it brings forth both challenges and
opportunities. In contrast to traditional monolingual models, multilingual
education (MLE) seeks to accommodate and promote linguistic diversity by
integrating multiple languages into educational frameworks. Cummins
(2001) advocates for biliteracy and bilingual education as essential to
fostering cognitive development, emphasising that first language literacy can
support the learning of additional languages by providing a strong cognitive
foundation. MLE programmes offer the potential for more inclusive
education, as they enable students from multilingual backgrounds to
engage with learning in languages they are familiar with while also acquiring
proficiency in additional languages. As Skutnabb-Kangas (2000) highlights,
multilingual education promotes cultural identity and community cohesion,
fostering an environment where students can maintain their native language
while gaining academic and professional skills in the dominant languages.
Such an approach has been shown to improve overall educational outcomes,
as students benefit from stronger cognitive connections when they learn in
their first language (Baker, 2006). Moreover, multilingual education
supports social mobility by giving students access to a broader range of
academic and professional opportunities without the need to abandon their
cultural heritage. In multilingual societies, where the dominant language is
often a barrier to social integration, inclusive educational policies can
facilitate greater social cohesion and cultural diversity. Countries such as
Finland and Canada have long championed multilingual education,
recognising that integrating students' native languages alongside other
languages strengthens their academic performance, sense of identity, and
participation in society (Cummins & Early, 2011). However, the widespread
adoption of multilingual education in global contexts requires significant
investments in teacher training, curriculum development, and the creation
of multilingual resources. These efforts must be supported by educational
policies that recognise the value of linguistic diversity as a social good rather
than a barrier to academic achievement (May, 2013).

Digital equity: How digital tools can level the playing field for
multilingual learners and reduce the digital divide
The advent of digital technology offers new opportunities to address
educational inequities created by globalisation. With the proliferation of
digital tools and online resources, learners from multilingual backgrounds
can now access learning materials that are tailored to their specific linguistic
needs. This has the potential to level the playing field for students who face
challenges in accessing quality education due to language barriers. Online
platforms such as Duolingo, Babbel, and Rosetta Stone leverage adaptive
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learning technologies to offer language instruction that can accommodate a
variety of linguistic backgrounds, helping multilingual learners build
proficiency at their own pace (Graham & Halverson, 2023). However, as van
Dijk (2005, 2020) notes, digital equity is not simply about the availability of
technology—it also requires equal access to digital resources and the skills
to use them effectively. The digital divide has evolved, with new challenges
related to internet accessibility, digital literacy, and the availability of
language-specific resources. For example, learners in rural areas or low-
income communities may have access to smartphones but lack high-speed
internet, limiting their ability to fully benefit from digital learning tools (van
Dijk, 2020).

A layered view of the digital divide helps translate broad equity aims into
concrete design and policy choices, as can be seen in Table 66 below. It
foregrounds where inequities arise and indicates policy and pedagogical
moves that can mitigate them in practice.

Table 66. Layers of the Digital Divide and Feasible Mitigations

Layer of . . Conseql'u'ences Feasible mitigations
divide Typical barriers  for multilingual (institutional/classroom)
learners
COSﬂY devices; Irregu 1 ar | Device-loan schemes;
unreliable participation; offline-capable apps: low-
bandwidth; data exclusion from cap pp ’
Access bandwidth modes;

rich media;
reliance on text-
only tasks

caps; school hours
as sole access
window

downloadable packs;
extended lab/library hours

Limited training for Tool avoidance; Short, targeted training for

Skills (digital f;::ﬁers/ learners; S?:tlflc‘)’;’;’n‘gse °f  Staff/students; just-in-time
literacy) troubleshootin Eneven ’ help; peer tech mentors;
. g multilingual how-to guides
routines engagement
Monolineual Lower Bilingual
Content interfac f;l scarce L1 comprehension; glossaries/subtitles; L1
> identity threat; scaffolds; locally relevant
relevance suppqrts, culturally reduced topics; co-created
generic examples persistence exemplars
Tool substitution Limited Tasks at SAMR
Pedagogy/ onlv: over-reliance interaction,; “modification /redefinition”
use gogy on y ,uizzeS' little narrow when justified; collaborative
d ’ feedback; writing/audio; process

collaboration

motivation drop

feedback

. Distrust; Transparent data policies;
Opaque analytics; - . Lo
. . surveillance opt-in analytics; minimal
Data & ethics privacy concerns; - . .
L. anxieties; data collection; bias
bias in models . . . .
inequitable flags reviews; accessible consent
One-off pilots; no Tool Multi-year planning; shared
Support & time for abandonment; repositories; simple

sustainability maintenance; fragile

funding

inequity across
cohorts

upgrade paths; budget lines
for refresh cycles
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Efforts to bridge the digital divide should focus not only on improving
access to technology but also on fostering digital literacy. This involves
equipping both educators and students with the skills to engage critically
with digital tools and to use them effectively in the context of language
learning. Programs like mobile learning apps, which allow students to
practice language skills via smartphones, offer the potential to reach
learners in even the most remote areas, provided that access to affordable
internet is ensured. Moreover, Al-driven platforms and virtual reality
environments are revolutionising how language acquisition can occur. These
technologies offer interactive, immersive learning experiences that can
replicate real-world linguistic interactions, thereby improving both fluency
and cultural understanding (Lou, 2025). In this context, digital equity is
closely tied to the availability of culturally relevant content, as well as the
adaptability of digital platforms to accommodate diverse linguistic
backgrounds.

The challenges presented by globalisation, multilingualism, and
educational equity require a multifaceted approach that combines linguistic
diversity, inclusive educational practices, and technological innovation.
While the increasing dominance of global languages, particularly English,
creates new barriers for non-native speakers, multilingual education
systems offer opportunities for more inclusive and equitable learning.
Additionally, digital tools provide powerful avenues for supporting
multilingual learners, but they must be accompanied by efforts to address
the digital divide and ensure equal access to resources. As the world
continues to globalise, the role of multilingualism in education will only grow
in importance, and it is critical that educational systems and technologies
evolve to meet the diverse needs of learners worldwide.

3

» Reflection questions

Q1. Which local language hierarchies most shape access and outcomes, and
how do they appear in placement, assessment, or progression?

Q2. Where could additive multilingual models credibly operate in your
setting without displacing existing curricular goals?

Q3. Which strand of the digital divide (access, skills, or content relevance)
most constrains multilingual learners, and what evidence supports that
diagnosis?

Q4. For a proposed technology, what constitutes sufficient evidence of
impact beyond novelty, and how will cultural and linguistic fit be judged?
Q5. How might immersive or Al-based tools be adapted to local linguistic
ecologies while safeguarding inclusion and privacy?
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Exercises

Exercise 1. Language policy snapshot

Draft a 150-word memo identifying one policy or routine that privileges
a dominant language and one feasible adjustment that would move practice
toward additive multilingualism.

Exercise 2. Digital equity audit (baseline)
List three concrete barriers (one each for access, skills, content). For
each, specify a low-cost remedy and a metric to track change over one term.

Exercise 3. Culturally responsive redesign

Select one task from a current course and adapt it to acknowledge
learners’ home languages (e.g., bilingual resources, translanguaging in
drafting). Add two criteria to the rubric that recognise multilingual
competencies.

Exercise 4. Immersive tool trial plan

Outline a two-week micro-trial of an immersive or Al tool: target group,
learning objective, comparison activity, success indicators (engagement and
learning), and a note on data protection and opt-in.
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9.5 Emerging Research Areas and Interdisciplinary
Frontiers: New Horizons in Language Education

Emerging research in language education is increasingly situated at the
intersection of artificial intelligence, neuroscience, sociolinguistics, and
linguistic anthropology, offering complementary accounts of acquisition,
use, and assessment (Zhang & Aslan, 2021; Gonzalez-Calatayud et al.,
2021; Liu, 2023). Rather than displacing established approaches, these
strands add explanatory power and methodological range—from tracing
cross-linguistic influence to modelling socially situated practices.

This subchapter surveys three fronts. First, Al-supported analyses detect
and anticipate cross-linguistic interference to inform targeted feedback
(Sharadgah & Sa’di, 2022; Wei, 2023). Second, integrative designs connect
neurocognitive findings with sociolinguistic and anthropological
perspectives to guide inclusive tools and curricula (Bentley et al., 2024; Koro
& Hagger-Vaughan, 2025). Third, Al-enabled assessment adapts to
performance in real time while raising questions of bias, privacy, and
fairness (Nguyen et al., 2023; Contrino et al., 2024).

Al and cross-linguistic influence: Tracking and predicting cross-
linguistic interference
A growing area of research focuses on how Al can be utilised to track and
predict cross-linguistic interference (CLI) in language learning. CLI refers to
the influence of a learner’s first language on the acquisition of a second
language, often leading to errors or challenges in language production and
comprehension. Al-powered systems can monitor and analyse learners'
mistakes in real time, identifying patterns of interference from a learner’s
native language. These profiles inform targeted feedback and task design
while making error sources explicit to learners.

For example, Al-driven platforms like language learning apps and
intelligent tutoring systems can use machine learning algorithms to detect
CLI by analysing speech, writing, and even pronunciation. By examining the
linguistic structures of learners' native languages, these systems can predict
where interference might occur in the target language and offer personalised
feedback (Sharadgah & Sa’di, 2022; Wei, 2023; Ali et al., 2024). The role of
Al in this context is not only to identify interference but also to adapt
learning content to address these specific challenges, creating a more
individualised learning experience. Because error profiles are model-
dependent, transparency about training data and evaluation metrics
remains central (see Chapter 3 on ethics; Chapter 6.3 on analytic
transparency).

Interdisciplinary approaches: Merging neuroscience,
sociolinguistics, and anthropology
The integration of neuroscience, sociolinguistics, and linguistic
anthropology into language education represents a forward-thinking
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approach that enriches our understanding of how language learning occurs
in diverse contexts.

Neuroscience has provided insights into the brain’s plasticity during
language learning, emphasising how different regions of the brain process
linguistic information. Understanding the neurological mechanisms behind
language acquisition can inform the development of neurocognitive-based
teaching methods that align with how the brain naturally learns new
languages. For example, recent studies have shown how immersive and
multimodal approaches (such as using both auditory and visual stimuli) can
enhance memory retention in second language learners (Zhang & Aslan,
2021). These insights can be utilised to design Al-driven learning tools that
adapt to individual cognitive profiles, offering a more personalised and
effective learning experience (Gonzalez-Calatayud et al., 2021). These
systems can adapt to a learner’s proficiency level, making assessments more
accurate and less biased than traditional methods, when adaptation criteria
are documented and auditable. Additionally, platforms that blend social
media and language learning apps have demonstrated a significant impact
on learners' vocabulary performance, suggesting that informal, engaging
learning environments can complement traditional classroom instruction
(Song & Xiong, 2023). By incorporating interactive elements, these platforms
allow learners to acquire vocabulary in context, enhancing both retention
and motivation.

Sociolinguistics contributes by examining the role of social contexts,
identity, and culture in language learning. It underscores that language is
not just a cognitive process but also a social tool influenced by the learner’s
social environment and cultural identity. Al platforms can benefit from
sociolinguistic insights by integrating contextual awareness into their
algorithms. For instance, understanding a learner’s social background,
language usage patterns, and cultural preferences can help Al systems offer
more relevant and engaging learning materials, e.g., topic selection, register,
and examples calibrated to learners’ communities of practice. Studies like
those by Kaur et al. (2023) and Bentley et al. (2024) suggest that such
socioculturally aware learning tools can enhance learners' motivation and
engagement, particularly for underrepresented linguistic groups.

Linguistic anthropology, on the other hand, provides a unique lens
through which to study the relationship between language, culture, and
human behaviour. This discipline can inform the design of Al systems that
aim for linguistic accuracy and cultural appropriateness. Understanding
how language shapes and is shaped by social norms, power structures, and
group dynamics is critical to developing learning tools that respect cultural
nuances. For instance, Al-powered language assessment tools that consider
cultural variations in language use can offer more inclusive and equitable
assessments, avoiding biases inherent in traditional methods (Idowu, 2024;
Ali et al., 2024). This interdisciplinary approach promises more inclusive
and context-sensitive models of language education, addressing the needs
of diverse learner populations. A prime example of this in practice is the
Culture and Language integrated Classrooms (CLiC) project, which focuses
on the integration of linguistic and cultural learning within everyday
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teaching practices. This project demonstrates the importance of
collaborative curriculum making at a local level, underscoring the value of
incorporating both cultural and linguistic elements into the learning
experience (Koro & Hagger-Vaughan, 2025). Such initiatives align with the
growing emphasis on integrating sociocultural awareness into language
education, moving beyond language acquisition to encompass the cultural
and social contexts in which language is used.

Language assessment: Emerging technologies and Al-driven
proficiency tests
Al-driven language assessment is transforming traditional methods of
evaluating language proficiency. Traditionally, language assessment has
relied on standardised tests that often fail to capture the complexity of
language use, such as fluency, pragmatics, and cultural competence.
However, with advancements in Al, new systems are emerging that can
assess language proficiency in a more holistic and dynamic way (Liu, 2023).

Al can now analyse learners’ language skills in real time, providing
automated assessments that are more accurate and personalised. Al-
powered language tests can go beyond simple grammar and vocabulary
checks by evaluating contextual and conversational fluency, pronunciation,
and comprehension in natural, dynamic settings. Additionally, neural
networks and deep learning algorithms enable the development of adaptive
assessments, which tailor the level of difficulty based on the learner’s
performance (Nguyen et al., 2023; Contrino et al., 2024). This not only allows
for more personalised feedback but also ensures that learners are
continuously challenged at their individual level of proficiency.

Moreover, the potential for Al to track progress over time and predict
future performance based on past behaviour offers a more accurate picture
of a learner's capabilities than traditional methods. As a result, Al-powered
assessments are reshaping how we evaluate language learners and can lead
to more equitable and efficient testing practices.

The following table synthesises the frontier areas discussed and the
associated opportunities and risks.

Table 67.Interdisciplinary Frontiers in Language Education:
Focus, Methods, Promise, Risks

. Instruction/ .
. Focus and typical Primary
Frontier assessment . PN
methods . risks/mitigations
promise
Tarceted Model bias; over-
Al and cross- Error logging; L1-L2 g generalisation —
. . > feedback; .
linguistic contrastive features; anticipato publish
influence (CLI) ML classification patory datasets/metrics;
scaffolds .
human-in-the-loop
Multimodal/ Load . .
. . . Over-interpretation —
Neuroscience- immersive tasks; management; .
. . . . . theory-led designs;
informed design pacing; attention improved rivacy-by-desion
tracking retention p y-by &
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Instruction/

Frontier Focus and typical assessment . Pru:n?ry .
methods . risks/mitigations
promise
Sociolinguistics- Contextualised Increased Stereotyping — learner
aware tasks; register/topic relevance and choice; periodic re-
personalisation modelling engagement profiling
Linguistic- C;;lg;l;lsly situated Cultural Extractive research —
anthropological p ] appropriateness; MOUs; shared
. community co- . g
grounding . inclusion governance
design
Adaptive, OG;a(l;lililar’ Fairness drift —
Al assessment  speech/NLP N gﬁci egnc subgroup validation;
analytics brofi y transparency reports
tracing

Abbreviations: CLI = cross-linguistic interference; ML = machine learning; NLP = natural
language processing; MOU = memorandum of understanding.

Read together, these contrasts indicate that technical promise travels
only when coupled with context-aware design, auditable adaptation criteria,
and explicit safeguards for privacy and fairness.

Interdisciplinary convergence and future directions

Taken together, the convergence of Al with neuroscience, sociolinguistics,
and linguistic anthropology suggests a coherent programme: learning
environments that respect cognitive constraints while adapting to
sociocultural context, and assessments that are adaptive yet auditable.
Progress is likely to depend on cross-disciplinary collaboration, transparent
reporting of training data and adaptation criteria, routine bias detection and
mitigation, and defensible data governance. Under these conditions,
innovations can become more context-aware and equitable while remaining
empirically accountable. Looking ahead, deeper integration of these strands
is expected to yield tools that model both individual trajectories and social
interactional demands; platforms that personalise not only difficulty but
also register, genre, and cultural framing; and assessments that trace
growth across tasks rather than single scores. Outstanding risks—privacy
leakage, fairness drift, and stereotyping from coarse profiles—will require
systematic monitoring and shared safeguards. If addressed, the field is well
placed to move beyond piecemeal pilots toward durable, ethically
responsible systems that broaden participation and improve learning.

» Reflection questions
Q1. What kinds of learner data would an Al system need to model cross-

linguistic interference credibly, and what safeguards follow from those data
choices?
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Q2. How might a neuroscience-informed, multimodal lesson (audio + visual)
be adjusted to remain culturally appropriate in a specific classroom context?
Q3. In what ways could sociolinguistic profiling increase engagement, and
where might it risk stereotyping?

Q4. What evidence would make an Al-based oral proficiency assessment
persuasive to a sceptical audience (e.g., reliability, wvalidity, subgroup
fairness)?

Q5. Where does collaborative curriculum-making with communities change
the design of tasks or assessments, relative to a generic Al-personalised
course?

Exercises

Exercise 1. CLI pattern sketch

Using a single L1—-L2 pair you know, list three predicted interference
patterns (form, lexis, discourse). For each, specify an Al-detectable signal
(e.g., n-gram, prosodic cue) and a feedback move the system could deliver.

Exercise 2. Context-aware redesign

Take one activity from a current syllabus and revise it twice: (a)
neuroscience-informed (pacing/modality), (b) socioculturally grounded
(topic/register/community input). Provide a 120-word rationale comparing
the two versions.

Exercise 3. Bias probe for Al assessment

Outline a minimal fairness check for an Al speaking score: define two
subgroups, a sampling plan, and a test for differential performance. State
what action you would take if a gap exceeds a pre-set threshold.

Exercise 4. Data governance brief

Draft a one-page data note for an Al-enhanced course: what is collected,
why, retention period, opt-in/opt-out, and how learners can access or
contest automated decisions.

Conclusion to Chapter 9
This chapter has treated near-term and emerging developments in language
education as opportunities that carry methodological and ethical conditions.
Insights from neuroscience and artificial intelligence (Al) suggest that
learning environments can be tuned to cognitive constraints and individual
trajectories, yet their value depends on defensible evidence about when such
tuning improves comprehension, retention, or transfer. Blended provision
illustrates the same logic: digital components extend practice, feedback, and
access, but their contribution rests on clear pedagogy, transparent design
rationales, and sensitivity to workload and privacy. Across designs,
multimedia choices and task orchestration matter less as stand-alone
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novelties than as parts of coherent learning sequences that make processing
demands manageable and participation meaningful.

Attention to linguistic and cultural diversity reframes “innovation” as a
problem of fit rather than of tools. Work with minoritised and Indigenous
communities shows that language technologies and curricula gain
legitimacy when they honour local purposes, conceptualisations, and
knowledge systems, and when research roles are negotiated rather than
assumed. In globalised systems, multilingualism is a resource, but language
hierarchies and digital inequities continue to shape who benefits. Equity
therefore hinges on policy, resourcing, and design decisions that widen
access while avoiding new forms of exclusion.

Al-enabled assessment and analytics promise finer-grained pictures of
development, including the modelling of cross-linguistic influence and
dialogic performance. Their usefulness increases when adaptation criteria,
training data, and error properties are documented, subgroup fairness is
monitored, and data governance affords learner agency. Interdisciplinary
convergence—linking neurocognitive findings with sociolinguistic and
anthropological accounts—points to tools that are simultaneously
cognitively plausible, socially situated, and culturally appropriate.

Taken together, the chapter portrays a field moving from proof-of-concept
pilots toward integrated, auditable ecosystems. Progress will likely be
incremental: robust studies that separate signal from enthusiasm; blended
models that align activity, evidence, and support; partnerships that
distribute expertise; and infrastructures that make inclusion routine rather
than exceptional. Under these conditions, technological and methodological
advances can extend—not replace—well-founded pedagogies, and language
education can become more responsive to diverse learners while remaining
accountable to evidence.

Key takeaways

e Technological gains are consequential when tied to clear pedagogical
purposes and demonstrated improvements in learning, not to novelty
alone.

e Blended models work best as coherent sequences that manage
cognitive load, expand practice opportunities, and respect privacy
and workload constraints.

e Diversity and revitalisation agendas foreground cultural fit: co-
design and locally meaningful goals strengthen both efficacy and
legitimacy.

e Equity in a globalised ecology depends on resourcing, multilingual
policy, and digital inclusion; otherwise, innovations can reproduce
hierarchies.

e Al-driven analytics and assessment become trustworthy when
adaptation rules, datasets, and fairness checks are transparent and
routinely audited.
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